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Abstract

This thesis describes the investigation of whether a new type of ADCs - sam-
pling ADCs - can be used to improve the experimental setup TASISpec, which
contains an array of silicon strip detectors and germanium detectors. TASI-
Spec aims at spectroscopic studies of super-heavy elements. The performance
of sampling ADCs was tested by passively splitting the detector signals from the
double-sided silicon strip detector of the setup into one branch with conventional
electronics and one branch with sampling ADCs. The data was recorded using
both a 3-line o source and an in-beam experiment in which 2**No was implanted
into the detector. The 100 MHz sampling ADCs allow for a recording of the ac-
tual form of the pulse from the preamplifier. For each event, the digitised pulse
from a time window of 2.56 us was read out. The recorded traces were analysed
with respect to height, arrival time, rise time and slope of the rise. The energy
resolution of the sampling ADCs was tested by applying various algorithms to
the data, and the resolution was found to be equally good as from the standard
electronics. The resolution may be improved further by considering a longer
fraction of the pulse than was recorded in this experiment. The possibilities
of particle identification from the shapes of the pulses were investigated, and
a method based on integration of different parts of the derivative of the pulse
gave results that imply that particle information is available in the pulses and
that identification might be possible.
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Chapter 1

Introduction

The production and study of super-heavy elements (SHE) is one of the most
interesting and challenging topics in nuclear structure research today. The term
SHE usually refers to nuclei that are heavier than the actinides, which implies
proton numbers Z > 104. SHE do not, as far as one knows, occur naturally
on Earth. The periodic table of chemical elements is shown in Figure 1.1. Ele-
ments present on Earth comprise up to Z = 92 (uranium). Heavier, artificially
produced elements reach up to Z = 118 according to [1] are also displayed.

Studies of nuclei have led to theoretical models of how nucleons interact
in order to form nuclei. No single theory can explain all the known features
of nuclei, and several different sets of parameters for the various theoretical
models have been suggested to give the best explanation of the experimental
data available. However, many of the theories indicate that there will be nuclei
with considerably enhanced stability at proton numbers somewhere in the region
of Z = 114-120 and neutron numbers of N = 184, compared to those nuclei that
are somewhat lighter. This is due to the shell structure that arises from the non-
equidistant energy levels of the nucleons bound by the nuclear potential. Not
only would it be a fascinating discovery to find that there are SHE that are
long-lived, which may open up for still unknown fields of research, but it would
also yield important data to test and refine the current models of nuclei.

During the last years, SHE research has made great advances. Several new
super-heavy elements have been discovered recently at GSI, Darmstadt, Ger-
many (Z = 107-112), RIKEN, Japan (Z = 113) and at FNLR, Dubna, Russia
(Z = 114-118). The heaviest element that has been claimed so far has Z = 118
[1]. The last time a new element was claimed was in April 2010, when the likely
discovery of element 117 was published [2].

The successful production of SHE needs to be followed by a characterisa-
tion of the properties of the nuclei, e.g. ground state spin and parity, decay
schemes and characteristic X-rays. For this purpose, several setups have been
created. Some setups are designed for in-beam spectroscopy where the detection
of relevant particles take place at to the production site, and some are designed
to be placed after the products have been separated according to, for instance,
mass-to-charge ratio A/q, after which they detect the subsequent decay of the
nuclei [3]. At FLNR, the detector system GABRIELA [4] has been developed
for measuring the decays of heavy elements at the focal plane of a vacuum recoil
separator. The GREAT spectrometer [5] is another detector array constructed
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Figure 1.1: The periodic table of elements. The actinides are shown in the last
row, marked with a .

for the focal plane of the RITU separator at JYFL, Jyvaskyléd, Finland. This
detector array is not primarily aimed at decay spectroscopy but acts as a tagger
for in-beam spectroscopy, meaning that coincidences between an identification
of a SHE in the focal plane of the separator can be correlated to radiation
detected at the production site.

A newly built array of detectors for studying the decays of SHE is TASIS-
pec (Tasca Small Image mode Spectroscopy), which is first and foremost de-
signed to be used at the focal plane of TASCA (TransActinide Separator and
Chemistry Apparatus) at GSI. The heavy ions to be studied are produced in
fusion-evaporation reactions between a beam of ions that collide with a target
consisting of heavy atoms. The ions of interest are separated from the rest of
the collision products in the gas-filled recoil separator TASCA, and the particles
are focused into the detector setup.

Due to the unique “Small Image Mode” of TASCA, the ions are focused
into a rather small spot, only about 3 c¢cm in diameter, onto a double-sided
silicon strip detector (DSSSD) divided into 32 strips on each side. The ions are
implanted into the p-side of the detector with energies of tens of MeV resulting
in implantation depths of a few micrometers. Subsequently emitted o or (3
particles, very low energy ~-rays, conversion electrons, and fission fragments can
be detected in the DSSSD in case of decay products moving into the detector.
Electromagnetic radiation, v rays of X-rays, with energies in excess of some
30 keV are detected in surrounding germanium detectors. In order to get a
higher efficiency for particle detection, there are four single-sided silicons strip
detectors placed like the sides of a box upstream of the DSSSD. The TASISpec
setup is shown in Figure 1.2.

The readout of the silicon detectors is done using a conventional chain of
analog electronics; preamplifiers are followed by shaping amplifiers, and energy



CHAPTER 1. INTRODUCTION 7

1

Figure 1.2: The TASISpec setup: The ions enter the “box” of silicon detectors
seen in the left part of the figure. The DSSSD is the detector that is facing
the camera, and the other two detectors that are seen to form the sides of a
box upstream of the DSSSD are SSSSDs. During normal operation, there is
a cap that covers the silicon detectors. The three detectors on the left, top
and bottom of the silicon detectors are germanium detectors of CLOVER type.
The coloured detector to the right shows how the four Ge crystals are arranged
inside a CLOVER detector. The lower part of the photo shows the CLUSTER
germanium detector, which contains 7 crystals. This detector is placed behind
the DSSSD.
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and timing signals are digitised by ADCs and TDCs, respectively. With the
newly developed sampling ADCs, which can digitise samples from the incoming
signal with typical rates on the order of 50-100 MHz, it is possible to access
the actual shape of the pulse from the preamplifiers connected to silicon-strip-
detectors. The use of sampling ADCs could give a more compact readout-
system, as shaping of the pulses becomes superfluous, and as both time and
energy can be extracted using the same module. The use of sampling ADCs also
opens up for many new exciting possibilities. The energy and time resolution
of the data may be improved with the use of specific software algorithms for
treatment of the pulses from the detectors, and accessing the whole pulse allows
for the determination of more parameters than just height and time of a pulse.
For example, additional information from the pulse shapes can be relevant for
separation of different types of events. In the case of TASISpec, it would be
of special interest to be able to distinguish implanted ions from particles from
their subsequent decays.

For the TASISpec setup, the use of sampling ADCs is useful primarily for
the read-out of the DSSSD. As this detector is subject to both implantations
of heavy ions and a-decays, both of which may be in the same energy regime
for certain reactions, it would be very useful to be able to separate the particles
according to type. Since the ionisation tracks of a particles and heavy ions in
silicon are different, it seems likely that it should affect the charge collection
inside the detector and hence produce different pulse shapes. The aim of this
work is to investigate the possibilities of using sampling ADCs in the TASISpec
setup, and the possible benefits from this.

The first step towards the use of sampling ADCs for the TASISpec setup is
to establish their function in comparison to standard electronics. The energy
information that is extracted from the new modules should have equal, or better,
resolution compared to conventional electronics, and the timing information
should be of the same quality. Next, the new information from the pulse shapes
should be investigated with respect to particle identification.

For this purpose, an experiment was performed with TASISpec in which
the output of the preamplifiers from parts of the DSSSD was split into two
different electronics chains - one was processed by conventional electronics and
the other was fed into sampling ADCs which digitise the pulse shape. An «
source was used for irradiation of the detector, in order to get a straight-forward
comparison of the two different chains. To allow for testing of the possible
particle identification, an experiment utilising an ion beam was performed.

In a real experiment, it may not be possible to separate a decays from im-
planted ions, scattered beam or target-like particles by means of energy, and in
those cases it would be useful to have a different approach to the particle identi-
fication. With such an identification process, it would be possible to access also
the information that is hidden by the large background that is created during
the time of the experiment that the beam is irradiating the target. Currently,
this data, which accounts for 25% of the total time at the UNILAC at GSI,
cannot be properly accessed.

Sampling ADCs are used today in several experimental setups. For readout
of germanium detectors, it is common to use sampling ADCs. For these pur-
poses, algorithms for extraction of the time and energy have been developed
and are integrated parts of the sampling ADCs. Used in this way, the main
benefits are a more compact readout system and the resolution that can be
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achieved. Previous attempts to use pulse shape techniques to discriminate be-
tween different particles have been made for different experimental setups. One
such experiment is reported in [6], where pulse shape discrimination in silicon
detectors is applied in order to determine the type of particle. In this investiga-
tion, analog electronics was used. This seems to be the case for several similar
investigations that are done in this field even today (see e.g. [7]). These investi-
gations show that indeed there is information in the pulses from silicon detectors
that can, in principle, be used for particle discrimination. However, there are
limitations to the process. It was shown in [8] that for the silicon detectors
available for their investigation, the non-homogeneity of the silicon crystals im-
posed serious problems for the particle identification. For the TASISpec setup,
such problems may be possible to overcome, because of the pixellation of the
DSSSD in conjunction with the use of sampling ADCs, as the pixels can then
be treated individually.

The best side to irradiate the crystals from has been shown to be the n-side,
which imposes boundaries on the energy in the sense that the energy of the
incoming particles cannot be too low, because they have to pass through the
dead layer, which is thicker for the n-side than for the p-side. For the TASISpec
setup it is necessary to irradiate the detector from the p-side, which can make
the particle identification an even more intricate task.

Chapter 2 of this report describes some of the technical aspects of DSSSDs
and sampling ADCs, as well as techniques for digital processing of pulses. Chap-
ter 3 contains the experimental setup used for the investigation, and chapter 4 is
a comparison of the two electronic setups with respect to the extraction of energy
information. Chapter 5 describes the development of procedures for extracting
parameters from the rise of the pulse, and the application of these to investigate
the possibilities of particle separation. Chapter 6 presents a summary and an
outlook.



Chapter 2

Technical Details

2.1 Double Sided Silicon Strip Detectors

2.1.1 Principles of operation

DSSSD detectors are semiconductor devices, in which free charge carriers are
produced when the material is subject to radiation. They consist of one p-doped
and one n-doped semiconductor part, over which an electric field is applied.
When radiation passes the device, free holes and electrons are created and col-
lected by the applied voltage, thus giving a signal that is proportional to the
energy deposited into the detector.

Figure 2.1 shows a schematic picture of a semiconductor detector. A so-
called pn-junction is formed between two materials with different doping - one
side contains impurities mainly of atoms that have five electrons (n-doping)
as compared to the semiconductors which are tetravalent. The other side is
doped with atoms with three valence electrons. The crystalline structure of
pure silicon enables each atom to form covalent bonds with its four nearest
neighbours. When an impurity atom with more than four electrons is present,
the excess electron is only very loosely bound to its nucleus, as the surrounding
structure allows for the impurity atom to participate in four covalent bonds
leaving the last electron unnecessary for the formation of the crystal. When an
impurity with fewer electrons are present in the crystal, an electron “hole” is
created, as the lack of electrons disables saturation of the bonds. The hole is
bound to the corresponding impurity due to the non-uniform electric field that
is created by the impurity, but only loosely. The excess electrons and the holes
are the most important charge carriers in semiconductors.

When a pn-junction is formed, the excess electrons and the holes migrate
over the junction. The electrons that were unnecessary for the bonding on the n-
side move over to the p-side, where they saturate the covalent bonds. This forms
a so-called depletion region, in which there are no free charge carries, neither
electrons nor holes; they are all part of covalent bondings. However, this process
also makes the material charged, as the p-side will have more electrons than
positive charges, and the n-side will have fewer electrons than the corresponding
charge of the ions in the material. This electric field stops the net process of
electron and hole migration leading to a distinct depletion area. It is this area
that is used for detection - when ionising radiation enters this area, the bonds

10
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Figure 2.1: The principle of a semiconductor detector. The detector consists
on one p-doped and one n-doped material, as shown in the upper part of the
figure. The n-side contains electrons that are almost free, shown in the middle
and lower figure as minus signs in circles. The p-side contains free holes, shown
as plus signs in circles. The plus signs and minus signs that are not encircled
are the doping atoms, which are fixed to the lattice. The lower figure shows the
effect of an external, reverse bias: The depletion region is extended. Figure from

19]
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are broken. The electrons, and the holes that they leave behind, are the free
charge carriers that indicate the presence of radiation.

The charge carriers are collected by an externally applied voltage. This
is done with reverse bias, meaning that the p-side has a lower potential than
the n-side. If the potential had been added in the opposite direction, the pn-
junction would become a conductor, but with reverse bias, the resistivity is high.
Only when radiation enters the depletion region and creates free electrons and
holes, the pn-junction can conduct current. This is how radiation is detected;
whenever radiation causes free charge carriers, a current flows through it.

Adding an external voltage also increases the width of the depletion region
further, as electrons are attracted from the n-side and holes from the p-side by
the external voltage. The number of free charge carriers decrease on both sides
as illustrated in the lower part of Figure 2.1.

Semiconductor detectors can be fabricated in different materials and in dif-
ferent shapes and configurations. The detectors that are relevant for this work,
are silicon strip detectors. These are thin detectors, often less than 1 mm, that
are segmented into narrow strips. The pn-junction itself is not separated into
different parts, but the detector is biased in a way that makes the energy de-
posited in a strip of the detector being collected by a corresponding electrode.
In case of DSSSDs, the electric fields are constructed such that a separation
in both x- and y-direction is possible. On one side, the strips are oriented in
one direction, and one the other side the strips are in the other direction. This
gives a pixellation of the detector which allows for a 2D positioning of incoming
radiation.

An important feature of semiconductor detectors is the dead layer, which
consists of the non-depleted part of the detector together with metalization and
oxide layers, and regions of highly doped silicon. This is important to take
into account, since the energy that is deposited in the dead layer does not take
part in the formation of the pulse. Therefore, the detected energy needs to be
compensated for this in order to achieve the true value of the energy.

2.1.2 Formation of pulses

The electrons and holes are separated into free charge carriers when radiation
enters a semiconductor detector. With time, they recombine unless they are
extracted from the detector. The electric field that is applied over the detector
causes the holes to drift towards the p-side of the detector, and the electrons
to drift towards the n-side. This charge is collected on electrodes, which are
connected to charge-sensitive preamplifiers.

The charge carriers drift through the silicon at a velocity of about 107 mm /s
in a detector over which an electric field is applied with sufficient strength in
order to give a saturation of the velocity [10]. If energy is deposited close to
one side of the detector, the drift time is different for the different sides. The
drift time is usually referred to as the transient time. During the time it takes
for the charge carriers to drift through the material, they diffuse by thermal
motion into a distribution that is wider than originally. This causes not only
an increase in the rise time of the formed pulse, but might also lead to some
fraction of the pulse being collected in neighbouring strips. The spread of the
charge cloud increases with drift time, and hence it may be possible to note a



CHAPTER 2. TECHNICAL DETAILS 13

difference between the p-side and n-side in those cases where the charge carriers
are freed close to one of the detector sides.

In principle, particles of the same amount of energy should cause the same
charge to be collected on the electrodes. However, this is not the case. For
lighter particles, the detected energy is proportional to the actual energy of
the particle, but for heavier particles the situation is somewhat more complex.
These particles have a higher tendency to undergo other interactions (such as
nuclear collisions) than just electronic collisions. As those do not result in the
creation of electron-hole pairs to the same extent as electronic collisions, the
total energy that is detected is decreased. Heavy particles also create a very
dense track of free electron-hole pairs. This high density of charge carriers
increases the probability for recombination, which reduces the total charge in
the pulse. The very dense tracks of heavy particles also induce somewhat longer
collection times for the pulses. This is due to a screening of the charge carriers
that are inside the charge cloud by the outer part of the distribution. This
increases both the time it takes before the pulse is collected and the rise time
of the pulse. The increase in the time before the pulse is collected is called the
plasma time, which refers to the plasma-like conditions in the charge could. The
plasma time depends on the electric field in the part of the detector in which the
ionisation is taking place, and on the denseness of the ionisation track according
to the formula given in [11]:

B [dE
=\ g | (2.1)

where [ is a proportionality factor, I is the electric field strength, and % is
the energy deposited per unit length along the track. The electric field strength
is larger close to the p-side than it is on the n-side, and hence it is favorable to
irradiate the detector from the n-side if a large difference in the plasma time is
wanted between different types of ionisation tracks.

2.1.3 Standard read-out chain

Signals from semiconductor detectors are usually read out through charge sen-
sitive preamplifiers. A schematic picture of such a device is shown in Figure 2.2.
Using an operational amplifier (shown as the triangle in the figure), the charge
is integrated on the capacitor. This creates a voltage difference on the output.
The voltage first increases quickly, as the charge from the detector arrives to
the preamplifier. Then, the capacitor is drained over a resistor, which causes an
exponential drop of the voltage. The height of the output pulse, before it starts
to decay exponentially (denoted by A in the Figure 2.2) is proportional to the
total charge of the detector pulse.

The preamplifier signal is, conventionally, sent to a shaping amplifier. Such
modules amplify the pulse if necessary and transform the pulse into another
shape, from which the energy information can be extracted using peak-sensing
ADCs (Analog-to-Digital Converters). A long shaping time means that a larger
fraction of the pulse is considered, which, up to some extent, can give better
energy resolution. The shaping time is usually on the order of a few us for
commonly used silicon strip detector/preamplifier combinations.
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Figure 2.2: The principle of a preamplifier. The incoming pulse is integrated on
a capacitor. This creates a voltage difference on the output that is proportional
to the charge of the incoming pulse. Figure from [12].

2.2 Sampling ADCs

2.2.1 Principles of operation

During the last years, techniques for fast and high precision digitising of analog
pulses have been developed into the sampling ADCs of today. Sampling ADCs
are also known as flash ADCs, waveform digitizers or transient recorders, and
are very similar to digital oscilloscopes. The sampling ADC digitises samples of
the signal at a certain rate, and the digital values are stored in a local memory
buffer.

When running the sampling ADC in “oscilloscope” mode, and an external
trigger is provided, a number of pulses before and number of pulses after a
trigger arrives are stored in a memory buffer which can be accessed externally.
As long as the size does not exceed an upper limit set by the size of the memory
buffer, any time window can be chosen. Using this mode, the actual pulse
shape can be stored. As long as the Nyquist criteria, which relates the highest
components of the Fourier transform of the pulse to the sampling rate that is
necessary in order to capture the true form of he pulse, is fulfilled, there is no
loss of information except for that introduced by possible disturbances in the
digitising, and electronic noise. One of the drawbacks of running the sampling
ADCs in this mode is that it very often gives large amounts of data, which can
be complicated for setting up the data acquisition and data storage.

Therefore, many sampling ADCs feature an on-line processing of the data,
made in on-board FPGAs (Field Programmable Gate Arrays). The FPGA
operates on the continuous stream of digitised samples, and whenever a pulse
is detected, which is signaled by a threshold that is exceeded in one part of
the algorithm of the FPGA, the features of the pulse are extracted and read
out. This reduces the data output significantly, as only a few parameters are
read out. The most common existing algorithms are able to extract the energy
and the time of the pulse, but more sophisticated ones are able to extract other
relevant features of the pulses, for example features that can give information
about particle type.
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2.2.2 Characteristics and usage of sampling ADCs

The use of sampling ADCs (that have sufficient sampling rate) has great ad-
vantages over conventional electronics. As the pulse can be digitised early in
the read-out process, it allows for less degradation of the pulse during transport
and treatment. It is also gives a compact read-out system, as all the necessary
information of the pulse can be extracted from algorithms applied to the data
already inside the sampling ADC. The digital processing is also indifferent to,
for example, different pulse heights, which gives a uniform treatment of the
data compared to analog systems, which may give somewhat different responses
to different pulses (thermal noise, discrepancies from component specifications
etc.). The flexibility of the system is another advantage that can be exploited
- after investigating the properties of the pulses by studying the pulse shapes,
new algorithms can be programmed in order to extract the useful information of
the pulses directly on the FPGA, which would be impossible using the standard
approach. This allows for a customisation of the modules so that each user can
store and read out the information relevant for the experiment.

Sampling ADCs are today available with several different sampling rates,
ranging up to several GSamples/s (GHz sampling rate). The sampling rate is
inversely related to the achievable resolution of the digitised samples, and for
high-resolution spectroscopy it may be more relevant to have a high-resolution
digitising than a high sampling rate. For the use of sampling ADCs together
with silicon strip detectors, a sampling rate of 100 MHz (10 ns between the
samples) is considered enough in order to resolve the interesting features of the
pulse from the charge sensitive preamplifier. The sampling ADCs that are used
for our experiment are of the type CAEN V1724 [13], which have a maximum
sampling rate of 100 MHz and 14 bit resolution. The full scale range can be
set to either £1.125 V or +5 V, depending on the specific detector /preamplifier
setting that is used.

2.2.3 Algorithms for extraction of the energy

The algorithms employed for the extraction of interesting parameters is prefer-
ably of recursive form, so that the stream of data can be handled sample by
sample. The main challenge is to find efficient and practically implementable
algorithms that extract the parameters with good reliability.

According to theoretical models, trapezoidal filters are good energy filters
that can compensate for ballistic deficit (which means that the rise time is not
infinitely short, which would be preferable for energy extraction) and also reduce
the effects of noise in the detectors [14]. The trapezoidal filter transforms the
pulse from the preamplifier (a quick rise and a long exponential tail) into a
trapezoid with a height that corresponds to the deposited energy. The filter
also shortens the pulses to reduce pileup and restore the baseline.

Start out by assuming that the shape of the pulse is such that the rise time
is infinitely short and the function is zero before the rise. Then it takes on an
exponential form with one fixed time constant 7:

z(t) = A - exp(—t/T) (2.2)

An exponential slope with the different parameters used in Eq. 2.2 is shown
in Figure 2.3. The height of the pulse can be extracted at any time after the
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Figure 2.3: A purely exponential slope with the height A and the time constant
7. The height A can be found as a function of any point on the curve and the
integral of the part of the pulse that comes before this point.

rise if the time constant of the decay, and the time at which the function is
evaluated, is known; the height A can be found as

A=a(ty) + 2 / " a(t)dt (2.3)
0

T

where z(t,,) is the instantaneous value of the function and the sum goes from the
beginning of the pulse until the current time at which the function is evaluated.
The above relation can be verified by the following argument:

The form of the exponential function fulfills the differential equation

dz(t) 1
Zx(t) = = A 24
" Za(t) = 0, 2(0) (2.4
Integration of this equation yields, because of the fundamental theorem of cal-
culus,
tn da(t) 1
dt —x(t))dt =0 2.5
|G [ e (2)
L[
z(tn) + - / z(t)dt =C (2.6)
0

where the constant C must be equal to A because the equality must hold also
for t,, = 0.
In discrete form, equation 2.3 takes the form

TO n
A= — .
x(n) + - Zx(k) (2.7)
k=0
where the different n:s refer to the number of the samples with respect to the
beginning of the pulse, and T} is the time step between two consecutive samples.
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Figure 2.4: Left: An exponential pulse with short rise time. The height of the
pulse is A, and the time constant of the decay is 7. The beginning of the pulse is
not decaying exponentially, and hence the result of the deconvolution (right) is
not constant in the beginning of the pulse. However, after some time, the value
stabilises around A. Figure from [12].

This equation can also be written in a recursive form, in which the latest value
is calculated using the previously calculated values:

An)=An—-1)+2z(n) - (1 - ?) ~z(n—1) (2.8)

When the function really is an exponential, then the calculated A will be
a constant. It will not depend on the time at which it is calculated. In a real
situation the pulse is, however, not a true exponential. The ballistic deficit gives
the pulse a finite rise time, and in some cases additional time constants may
have been added in the circuitry of the preamplifier. There is also noise in a real
signal which destroys the purely exponential behaviour. Therefore, the pulses
are not necessarily exponential, especially not in the beginning. In those cases,
the output of this algorithm is not a constant, but a function that depends
on the previous shape of the pulse. During the rise time, the output is not a
meaningful quantity, but as the pulse starts to decay exponentially, the output
value will stabilise around A.

The previously described process to extract the constant A is called decon-
volution. The reason for this is that the effect of the algorithm is to separate
out the pulse from the detector from the preamplifier output, which is a con-
volution of the detector signal and the intrinsic preamplifier response function.
The deconvolution process is illustrated in Figure 2.4.

The next step in the treatment of the data is to make the pulses shorter
and to restore the baseline to the original value. This is done by taking the
difference between the value at hand and a previous value, that is taken from
M steps back in time:

AA(n) = A(n) — A(n — M) (2.9)

The process is illustrated in Figure 2.5. During the first part of the pulse, which
comes before the value M is reached, the pulse is unaffected by the subtraction
of the previous value since this value is zero or at least a small number. When
the duration of the pulse is longer than M, the values from the first part of the
pulse are starting to be subtracted from the current value, and the output pulse
will decrease in height until it reaches a point where the values cancel each other
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Figure 2.5: Illustration of the “differentiation”, showing the result of the process
applied to the deconvolved pulse in Figure 2.3. Before the width of the differenti-
ation parameter M is reached, the pulse is unaffected by the process. After time
M, the pulse is canceled by the contributions from the beginning of the pulse. If
there was an overshoot in the beginning of the pulse, there will be an undershoot
in the end of the differentiated pulse and vice versa. Figure from [12].

completely. The parameter M is the digital correspondence to the shaping time
of an analog shaping amplifier.

Re-writing Eq. 2.9 as a function of the initial samples, the equations turns
into

n—1
Ti
AA(n) =z(n) —a(n—M)+= > a(k), (2.10)
T k=n—M
which in turn can be written in recursive form as
TQ TO
AAn)=AAn—-1)4z(n)—(1——)z(n—1)—z(n—M)+(1——)z(n—M—1).
T T

(2.11)

The deconvolution and differentiation process does not improve the signal-
to-noise ratio, but an averaging will. Therefore, the last step is to calculate
averages using a so-called moving window average. This means that every new
point is calculated as the average of a number of previous points. The term
“moving window” arises because this process can be described as moving a time
window over the data and calculating the average of the contents within the
time window for each time it is moved one step. The procedure is illustrated
in Figure 2.6. The resulting output of such a treatment of a square pulse is a
trapezoidal function with the length of the flat top being the length of the input
pulse (in this application approximately M) minus the length of the moving
window, which is denoted by L. Due to the final shape of the pulse after the
processing, the moving window deconvolution is also called a trapezoidal filter.
The process of averaging reduces the problems with noise, as fluctuations are
canceled. In the ideal case, the top of the pulse is completely flat which means
that the energy can be extracted at any point on the flat top and give the same
value.

The very last step of the algorithm is to take out a value on the flat top of
the resulting pulse, which will be the measure of the energy of the pulse. The
position at which the flat top of the pulse is evaluated can be chosen as a point
that comes a certain number of samples after some threshold is passed.
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Figure 2.6: Illustration of the moving window average. The average value is
calculated from an interval of points, which is moved over the data. Starting
from a square pulse, the output is a trapezoidal with o flat top of length M-L,
where M is the length of the pulse and L is the length of the interval used for
the averaging. Figure from [12].

In order to get good energy resolution, the parameters must be carefully
considered. Firstly, the time decay constant 7 must be known. Secondly, the
parameter M, which describes how large a fraction of the pulse that is kept,
must be sufficiently long in order for the value to stabilise. Also, the width
of the moving window average must be chosen in such way that the noise is
canceled in a satisfactory way.



Chapter 3

Experimental Setup

3.1 Overview of TASISpec

The TASISpec setup consists of one DSSSD and four SSSSDs which are sur-
rounded by five composite germanium detectors, as pictured in Figure 1.2. The
device is specifically made to be operated together with the TASCA separa-
tor at GSI, which is capable of focusing heavy ions with kinetic energies of a
few tens of MeV towards the DSSSD. The heavy ions are implanted into the
detector, and their subsequent decays can be detected with high efficiency - a
large fraction of the decay products that escape backwards out of the DSSSD
are instead captured by the four SSSSDs placed upstream of the implantation
detector like the sides of a box.

The silicon detectors can be surrounded with up to five germanium detectors.
A so-called CLUSTER detector [15], which consists of seven separate crystals,
covers the back side of the implantation detector. On the four remaining sides,
behind the SSSSDs, CLOVER detectors [16] with 4 crystals each can be placed.

The heavy ions to be studied are produced in fusion-evaporation reactions
between nuclei in a thin target foil and a beam of heavy ions. The ions are
extracted from an ion source and are accelerated through the linear accelerator
UNILAC at GSI to energies of a few MeV per nucleon. This energy can be finely
tuned to give the highest production cross sections for the reaction of interest.

The beam hits a thin foil on a rotating target wheel, and several reactions can
take place. In order to produce SHE, it is necessary to use fusion-evaporation re-
actions. The primary fusion process does, generally, have smaller cross sections
than competing processes like nucleon-transfer reactions. There is also a large
possibility for beam particles to pass through the target unaffected. Therefore, a
separation process is needed to separate hence purify the different reaction prod-
ucts from each other. The TASCA separator, which is placed after the target
wheel, consists of a magnetic dipole in which particles of a certain momentum-
to-charge ratio are selected. The dipole is followed by two quadrupole magnets
which focus the selected ions towards the focal plane of TASCA.

An interesting feature of TASCA is that the polarity of the TASCA quadrupoles
can be exchanged to give two different modes - the “Small Image Mode” focusing
the ions towards a spot of less than 3 cm in diameter, and the “High Transmis-
sion Mode” which has a higher transmission factor but a broader focal plane

20
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of about 14 cm x 4 cm. TASISpec employs TASCA in Small Image Mode.
This enables a very tight detector geometry that provides a very high detection
efficiency [17].

The ions are implanted in the DSSSD with energies of typically tens of MeV,
which means that they travel a few micrometers into the detector. The particles
that are emitted backwards from the DSSSD are captured in the surrounding
SSSSDs with an absolute efficiency of 30% for, for example,  particles. The
emitted ~ rays are detected mainly in the surrounding germanium detectors.

The TASISpec setup has been and will be used for various spectroscopic
measurements. So far, the main experiment has been focused on studies of
isomeric states in ?*>No. A coming future flagship experiment aims at X-ray
fingerprinting of element Z = 115 decay chains.

3.2 Detectors relevant for the experiment

The DSSSD used as an implantation detector is segmented into 32 strips on each
side, with a total active area of 58 mm x 58 mm. Each strip is separated from
neighbouring strips by an inactive area of 60 ym. The detector is positioned
such that the p-side faces the beam. The dead layer is only about 0.5 ym on the
p-side whereas the dead layer of the n-side is about four times thicker, which
would make it more difficult to properly detect the heavy implanted ions that
only reach a few ym into the detector. The strips on the p-side are oriented such
that this side determines the position on the y-axis and the n-side determines the
position along the z-axis. The detector used for this experiment has a thickness
of 0.52 mm.

The SSSSDs have an active area of 60 mm x 60 mm and are segmented
into 32 separate strips, oriented along the beam axis. The thickness of these
detectors is 1.0 mm. The geometrical coverage for particles emitted from the
center of the DSSSD is 81%, and the detection efficiencies for « particles and
conversion electrons are similar to this value.

The silicon detectors are positioned inside a detector chamber. The thickness
of the sides of this structure facing the surrounding germanium detectors are
only about 0.5 mm thick in order to cause as little scattering or absorption of
photons as possible.

3.3 Electronics

The read-out of the DSSSD is normally made in a classic analog electronics
chain. In order to investigate the characteristics of the new electronics, the
signals from the DSSSD preamplifiers were passively split into two identical
signals - one of those was processed by the conventional chain and one by the
digital sampling ADCs. The electronics scheme for the read-out of the DSSSD
is shown in Figure 3.1.

As only four V1724 sampling ADCs with 8 channels each were available,
only the 16 central strips of the p- and n-side of the DSSSD were processed.
The detector signals were read out by 32-channel preamplifiers built at Cologne
University. Special preamplifier connectors were constructed in order to select
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Figure 3.1: The electronics scheme for the DSSSD read-out.
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the respective 16 central strips of each side only. The signals were passively
split into two branches.

The conventional electronics chain is displayed in the upper part of Fig. 3.1.
The 16 outputs from the p-side of the detector are processed by one shaping
amplifier of type Mesytec STM16+ [18], and the output of the n-side goes to
another STM16+ module. The STM16+ modules provide two output signals; a
shaped energy signal and a logic ECL timing signal. The shaped analog energy
signals are digitised by 32-channel VME ADCs of the type CAEN 785. The
timing output goes to VME TDCs of the type CAEN 1290A.

The shaping amplifiers also produce a trigger signal if any of the channels
detect a pulse that is above a pre-set threshold. In order to get only those events
that contain signals on both p- and n-side of the detectors, the trigger signals
from the two amplifiers were joined in a logic coincidence module, set to AND
mode, which produced the final trigger.

The trigger is validated using the GSI VME-modules ENV1, TRIVA5 and
VULOM. If the system is busy with reading out the previous event, the trigger
will be rejected. If not, the trigger is sent to the gate and delay generator, which
sends out signals that are required for the VME-modules in order to acquire and
digitise the relevant data.

The trigger output also starts the storing of the samples that are continuously
being digitised by the sampling ADCs. The system was set up such that 256
samples were stored for each event. This corresponds to a total time of 2.56 us
per event. The delays were set so that the rise time of a pulse which triggered
the system is positioned approximately 80 samples into the stored array. This
array of digitised samples is commonly called the “trace” of the event.

3.4 Data collection

The experiment to investigate the performance of the sampling ADCs was made
using both an « source and an in-beam measurement. A triple o source con-
taining 240Pu, 2! Am, and ?**Cm was used for irradiation and calibration of
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the DSSSD in order to get a measurement with well-defined peaks to be used
for a straight-forward comparison between the resolution of different energy fil-
ters. The source was mounted on a holder that was inserted into the TASISpec
chamber, so that the source itself was placed near the center of the DSSSD, a
few centimeters away from it.

For the in-beam measurement, the fusion-evaporation reaction between a
beam of “®Ca and a target of 2°"Pb was chosen. The **Ca beam was accelerated
to energies of 4.83 MeV /nucleon in the UNILAC accelerator, and was incident on
a rotating target wheel with ~ 0.5 mg/cm? 2°7Pb on a backing foil of ~ 2um Ti.
The reaction of interest is a fusion-evaporation between beam and target in
which two neutrons are evaporated: 2°"Pb(*8Ca,2n)?*3No.

The products of the collisions are purified in the gas-filled TASCA separator,
depicted in Figure 3.2. The first section is a 30° magnetic dipole which directs
the particles into different directions depending on the momentum-to-charge
ratio. The radius of the trajectory in the magnetic field is

mu

r= g (3.1)
where m, v and ¢ denote the mass, velocity, and charge of the ions, respectively.
B is the strength of the magnetic field. The kinematics of the fusion reaction is
strongly forward focused, and has only a small spread in velocity which is due to
the evaporation of neutrons and scattering in the target. Hence, the momentum
of the particles of interest is known. Also the approximate mass of the fusion-
evaporation residues is known. Therefore, the only unknown parameter is the
charge state of the ions.

After leaving the target, the ions have a broad distribution of atomic charge
states. Ions in different charge states follow separate trajectories inside the
separator, and thus, a strong focusing of all 23No charge states is difficult to
achieve. In order to select not only one but all charge states of the ions, the
separator is filled with a low-pressure gas. This leads to an equilibration of the
charge states because the ions constantly exchange electrons with the gas. They
will take on an average charge state and, hence, all atoms of the same mass and
velocity will follow the same average trajectory through the separator. This
allows for a selection of all the ions of interest regardless of the initial charge
state.

The average charge state depends on the charge of the nucleus, its velocity,
the gas pressure and the gas composition. Empirical formulae for the average
charge state exist for some gases, including He [20] which was used in our ex-
periment. The ions within the accepted span of velocity and mass will then
pass through two quadrupole fields; one that focuses the beam in the vertical
direction (Q,) and one in the horisontal direction (Qr). A special feature of
the TASCA quadrupoles is the capability of operation in two different modes
which makes it possible to switch between the two configurations DQ,Q, and
D@Q,Qp. The transmission and focusing properties of the separator are different
in those two modes. TASISpec employs the Small Image Mode (SIM) configu-
ration, DQ,Qp. This results in the beam spot on the DSSSD being less than 3
cm in diameter.

The time structure of the UNILAC beam is such that the beam is on for
5 ms and then off for 15 ms. This means that the data that is collected during
the periods with beam on target contains a mixture of implantations of 2°3No,
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Figure 3.2: The TASCA recoil separator. The beam enters the beamline from the
left. The target section is seen in the middle. The first orange-painted magnet is
the dipole and to the right the two quadrupole magnets are seen. Picture taken

from [19].

decay of ions that have been implanted, and scattered background. During the
periods when there is no beam on target only decays of previously implanted
ions are seen. In order to separate the two different situations, a flag which
indicates whether the beam is on or off is added to the information that is read
out for each event, which allows for an offline separation of the two cases. The
in-beam data collected for this experiment covers about 8 hours of beam-time.



Chapter 4

Experimental Results: Energy
Extraction

The relevant output of the experiment consists of the traces from the DSSSD
and the information from the ADC from each event. Each proper event contains
32 traces; 16 from the central strips of the p-side of the DSSSD and 16 from
the central strips of the n-side, and the energy information from the same 32
strips from the conventional electronics. In our experiment the count rate of
the DSSSD was kept low and the time during which the system is open for
recording events is short (2.56 us for the sampling ADCs and ~ 5 us for the
standard electronics) which means that most events will contain a hit in only
one pixel while the rest of them are empty. In the case of standard electronics,
there is no output from the empty strips if nothing above threshold is detected,
while the traces are recorded regardless of the contents.

4.1 Standard electronics

Energy spectra

A raw energy spectrum from a strip of the p-side of the DSSSD from the stan-
dard electronics is shown in Figure 4.1. The spectrum is from irradiation with
the 3-line « source. The hardware threshold is set such that pulses below ap-
proximately 90 units are discriminated, which corresponds to around 0.5 MeV.

The data was calibrated using the first and the last peak of the 3-line «
source. These two lines correspond to the decay of °Pu with an alpha energy
of 5.14 MeV and ?**Cm with an alpha energy of 5.80 MeV. The dead layer of
the DSSSD being approximately 0.5 pym, and the average energy loss of an «
particle of these energies being approximately 140 keV/um, lead to recordable
energy depositions of 5.07 and 5.73 MeV, respectively, in the detector. Gaussian
functions were fitted to the peaks, and a two-point calibration was made using
the peak positions. The resolution of the lowest and the highest peak were
determined by fitting Gaussian functions to the peaks and multiplying with the
factor 2.35, which gives the resolution in FWHM (keV). The resulting resolutions
were 61 keV for both peaks, which will from now on be taken as the reference
values to which the other energy resolutions will be compared.

25



CHAPTER 4. EXPERIMENTAL RESULTS: ENERGY EXTRACTION 26

N

o

o
AHH‘\H\‘HH‘HH‘\H\‘HH‘HH‘HH‘HHI\

| P TR WA DAY ST SRS S NS S DA Wl FUPTIS A \
200 400 600 800 1000

Figure 4.1: Energy spectrum from the standard electronics, created by irradiation
usIng an o source.

DSSSD multiplicity

One relevant feature of the data is the multiplicity of the DSSSD, which is
the number of strips that contain a valid hit for every time there is a trigger.
To quantify this, the multiplicity was calculated as the number of strips that
contained energy in excess of 1 MeV. Multiplicity spectra from the p-and the
n-side, respectively, are shown in Figure 4.2 from the measurement with the 3-
line « source. The multiplicity for most events is 1, and only a few events have
a higher multiplicity. This low multiplicity depends on both the settings of the
electronics and the strength of the source. The events with multiplicity equal
to 0 are events that were inconsistently interpreted by the electronics modules;
even though the pulses passed the discriminator in the shaping amplifier so as to
trigger the system, the ADCs still did not record any energy above the inherent
threshold of the ADC. Those events will not be further considered. For some
parts of the following analysis, only those events that have multiplicity equal to
1 will be used.

Correlations between p-side and n-side

In order to establish the relation between the energies that are recorded from
the p-side and the n-side, the events with multiplicity equal to 1 on both sides
were plotted in a 2D histogram shown in Figure 4.3. The xz-axis shows the
energy recorded in the strip on the p-side, and the y-axis represents the energy
recorded in the strip on the n-side.

The three peaks from the source can be clearly distinguished in the plot.
They are positioned along a line with unit slope, as expected due to the cali-
bration of the peaks. All events along this line are those giving a signal fully
absorbed inside a pixel and properly analysed in the read-out on both p- and
n-side. What is more interesting are those events that do not fall upon the line
which corresponds to a one-to-one relation between the p- and n-side. The ver-
tical lines below the three peaks correspond to events where the energy detected
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Figure 4.2: The DSSSD multiplicity of the p- and n-side, respectively. The
multiplicity is the number of strips for each side that contains energy in ercess
of 1 MeV. The strips number 4, 8 and 1/ have been excluded (on both sides)
from the calculations. The most common multiplicity is 1, meaning that only
one of the strips of each side contained a hit for those events.
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by the pixel on the n-side is less than that of the p-side of the pixel. This is
probably due to the diffusion of the distribution of charge carriers as they travel
through the detector, which causes some part of the distribution to be absorbed
by another strip than the one that was originally hit. Since the only events
displayed in the figure are those with multiplicity 1 in both sides, and the mul-
tiplicity is counted only for pulses that are above 1 MeV, the events that have
an energy split so that a fraction of less than 1 MeV ended up in a neighbouring
strip, are seen in the figure. Those events are seen in a band with a width of
1 MeV below the main line. This explanation also accounts for why there is
no corresponding structure on the other side of the peaks - the radiation enters
the detector from the p-side and therefore the chances for having absorption in
more strips on the p-side but just one, is small since the drift time for the charge
carriers on the p-side is smaller. The line of events downwards to the left from
the peak with the lowest energy is a feature so far unexplained.

The events that do not leave all their energy in one strip but in two, can, in
principle, be used for a better determination of the position of impact compared
to the actual pixellation due to the size of the strips. An analysis of these events
on a pulse shape basis may be of interest for future use of sampling ADCs, since
it may be the case that e.g. some features of pulses in the neighbouring strips
to the one being hit could show some extractable features useful for positioning
of the event.

4.2 Digital energy filtering

The processing of the traces from the sampling ADCs was performed partly in
the ROOT-based program Go4 and partly using LabVIEW. The first step is to
investigate the extraction of energy information from the raw samples. Some
energy filters that could be implemented in Go4 were constructed, and the use
of a so-called Moving Window Deconvolution (MWD) was implemented using
LabVIEW.

4.2.1 Raw samples

Three unprocessed traces from each side of the detector, centered around the
pixel in which an « particle from the source was detected, are shown in Figure
4.4 and 4.5.

The first set of figures is from the p-side of the detector. The middle trace
shows the characteristic shape of the output from a preamplifier - a fast rise time
and then an exponential decay as the capacitor is discharged. The sampling
ADCs digitise the signals at a rate of 100 MHz, which gives a spacing between
consecutive data points of 10 ns. From the figure, it can be seen that the rise
time of the slope is approximately 60-70 ns, which is a typical value for detectors
of this type and geometry and for the preamplifiers used.

The exponential decay of the pulse depends only on the electronics compo-
nents in the preamplifier, and is hence not an important feature of the pulse
shape when it comes to possible characterisation of the event. However, in order
for the energy extraction algorithms to work, it is necessary to know some frac-
tion of the exponential decay. Therefore, a part of the decay slope was recorded,
but not all of it.
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Figure 4.3: 2D histogram showing the events with multiplicity equal to one in
both p- and n-side. The z-axis is the energy deposited in the strip on the p-side,
and the y-azis is the energy recorded in the strip on the n-side. Note that the
histogram contains information from all strips on p- and n-side, not just from
one pixel. The scale to the right shows the number of counts that the different
colours correspond to.
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The output pulse from the preamplifiers connected to the n-side of the de-
tector has negative polarity, as opposed to that of the p-side. This is shown in
the second set of traces in Figure 4.5. The inherent noise is approximately on
the same level in all the four displayed traces that do not contain a real pulse;
two from the p-side and two from the n-side.

4.2.2 Digital filtering

In order to investigate the properties of the traces and the different methods
that can be applied in order to extract the energy in the best possible way,
several different digital energy filters were coded. The first three versions were
programmed in Go4/ROOT/C++ as pure “offline” treatment of the data, since
they require the knowledge of the whole trace beforehand. However, it may
be possible to construct online versions that are based on the same principles
that are investigated in these filters. Different versions of the MWD were pro-
grammed in LabVIEW, and are algorithms that can be directly used for online
extraction of the energy, as they are implemented using recursive formulae.

Energy filter version 1

The first and simplest energy filter that can be constructed is to calculate the
height of the pulse by taking the difference between the maximum and minimum
value of the pulse, as illustrated in Figure 4.6. Clearly, this will not be the final
choice for an energy filter - the extracted values are going to be somewhat higher
than the real ones due to the noise, and the spread of the resulting energies will
be large.

Two of the resulting energy spectra are shown in Figure 4.7 (red), together
with the corresponding spectra from the standard electronics (black). All spec-
tra are calibrated using the method described in section 4.1. The top spectra
represent data from strip number 10, which is on the p-side of the detector. As
expected, the resolution that resulted from the digital energy filtering is not as
good as the one of the standard electronics, as can be seen directly in the figure
by looking at the o peaks. However, considering the trivial approach, the reso-
lution is surprisingly good. For the peak with the highest intensity, it is 99 keV
compared to 61 keV for the standard electronics for this strip. The resolutions
of all the different energy filters for two different strips are summarised in Table
4.2.

The other prominent difference between the spectrum from the digital fil-
tering and the spectrum from the standard electronic is is the low-energy noise
peak in the spectrum from the traces. Since the traces are recorded regardless
of the contents, the vast majority will contain noise only, due to the low DSSSD
multiplicity that was used. For the following energy filters, a software threshold
was set so that only those events that gave an energy of above 0.8 MeV in this
version of the energy filter were considered further.

Another noticeable feature is that the number of events with energies below
that of the peaks but above the noise, is larger for the filtered energies than for
the standard electronics. This may be due to noise with very high amplitudes
that is captured by the sampling ADCs but not by the standard electronics,
in which some filtering has already taken place when the peak-sensing ADC
receives the pulse.



CHAPTER 4. EXPERIMENTAL RESULTS: ENERGY EXTRACTION 31

[ Trace channel 9 |
8450

8440
8430
8420

8410

8400
8390
8380
8370
8360

PR T T AT T ST T AN T S S (N SO S W |
50 100 150 200 250

8350,

o

[ Trace channel 10 |

9100

9000

8900

8800

8700

8600

8500

8400

P P B P B |
100 150 200 250

o
a
o

[ Trace channel 11 |

8520
8510
8500
8490
8480

8470
8460
8450
8440

8430

P P B P |
100 150 200 250

o
a
<)

Figure 4.4: Three traces from the p-side of the detector. The middle trace con-
tains the pulse from the detection of an « particle. The time interval between
each sample is 10 ns. The top and bottom figures show traces from the sur-
rounding strips that were not hit by « particles, which means that they contain
noise only. The noise levels in those two traces seem to be very similar. All
three traces exhibit noise spikes around sample ~150, which are probably coused
by the external trigger signal arriving to the trigger input of the sampling ADC.
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Figure 4.5: Three traces from the n-side of the detector. The pulse of channel
21 has a clear signal with negative polarity.
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Figure 4.6: The first version of the energy filter, E1, takes the difference between
the mazimum and the minimum as the height of the pulse. The mazimum and
minimum are marked by horisontal red lines.

The second part of Figure 4.7 shows the energy spectrum resulting from a
strip on the n-side of the detector compared to the standard electronics. The
resolution is less good also in this case, as is displayed in Table 4.2.

Energy filter version 2

In a second version of the offline energy filter, the baseline is calculated as the
average of the first 70 samples of each trace. The baseline varies a little in time,
and therefore the baseline is calculated for each trace, and not only once for
each strip. To extract the energy, the difference between the extremum point,
(the maximum in case of the p-side and the minimum in case of the n-side) and
the baseline. The method is illustrated in Figure 4.8.

The resulting calibrated energy spectrum is shown in Figure 4.9. This version
of the filter gives slightly lower energies than the first filter, since the average
instead of the extremum point is used for the baseline. Therefore, the calibration
was re-done. The resolution is improved compared to the first energy filter; for
the peak with the highest intensity the resolution is 82 keV, whereas it is 99 keV
for the first version of the energy filter.

Energy filter version 3

A third version of the energy filter was constructed using an extrapolation of
the exponential slope. The principle is illustrated in Figure 4.10. The function
that was fitted to the exponential slope was of the form

ap £ e - e?® (4.1)

The +(-) sign is applied for the traces with positive (negative) polarity. The
function was fitted to the slope with the condition that the constant ag is within
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Figure 4.7: Calibrated energy spectra from energy filter version 1. The top
spectra show the entire energy spectra from strip number 10 on the p-side of the
detector (red) and the energy spectrum from the same strip from the standard
electronics (black). The three peaks from the 3-line o source are high-lighted in
the bottom spectra, which represents a strip on the n-side of the detector.
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Figure 4.8: The second version of the energy filter, E>. The baseline (blue) is
calculated as the average of the first 70 samples of each trace. The energy is
calculated as the difference between the extremum point (marked in red) and the
baseline.
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Figure 4.9: Calibrated energy spectra from the second filter (red) and from stan-
dard electronics (black) from strip 10 of the p-side.
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Figure 4.10: Third version of the energy filter, Es. An exponential function is
fitted to the slope (black), and extrapolated (blue line). The red line marks the
height of the extrapolated function at the middle of the rise of the pulse. The
energy s calculated as this number minus the baseline (blue).

a span of £+ 5 from the baseline that was calculated from the first 70 samples.
The region used for the fitting extends from the bin which holds the maximum
(minimum) bin until the end of the trace. The exponential function is then
extrapolated towards the beginning of the trace. The energy was calculated as
the difference between the exponential function at the middle of the rise and the
baseline. The middle of the rise was calculated as the mean of the derivative
of the pulse, as will be described more thoroughly in section 5.1.2 where the
characteristics of the rise time will be discussed.

This energy filter reduces the noise-induced fluctuations of both baseline and
extremum values, and hence is expected to have an improved energy resolution
compared to the previous filters. The resulting energy spectrum from a strip
on the p-side is shown in Figure 4.11. The resolution is 66 keV for the peak
with the highest intensity, which in fact is a considerable improvement from the
earlier filters. For the standard electronics the corresponding value is 61 keV.
Therefore, this version of the filter gives a resolution that is comparable to what
can be achieved conventionally.

The stability of the fitting procedure was tested by plotting the value of
the decay parameter (as) as a function of energy per event. This is shown
in the top spectrum of Figure 4.12. For the o peaks and the higher energy
part of the spectrum, the parameter stays approximately constant. This is
seen more clearly in the bottom part of the figure, in which the distribution of
the parameter, separated according to the different peaks of the « source, are
displayed. The mean value was determined to be —7.78-10~* for this strip. This
shows a good consistency with expectations, since the slope should depend only
on the combination of detector and preamplifier and not on the energy of the
pulse. The spread in the values indicates that either (i) the preamplifier suffers
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Figure 4.11: Calibrated energy spectra from the third energy filter (red) and from
standard electronics (black), from strip number 10 of the p-side.

from some inherent instability, or (ii) the fitting procedure does. It seems more
likely that the uncertainty arises from the fitting procedure. Consequently, a
fixing of the slope parameter to the mean value of the slope was made. The mean
value depends on the channel of the preamplifier, and was found by fitting a
Gaussian function to the distribution of parameters, as those provided in Figure
4.12.

A new energy spectrum was extracted using the same procedure as illustrated
in Figure 4.10, with the only difference that the slope is now fixed to the mean
value from the previous fitting procedure, and the only parameter completely
free is the constant that describes the height of the pulse compared to the
baseline. The resulting energy spectrum is shown in Figure 4.13. The resolution
for the peak with the highest intensity is 61 keV, which is the same as for the
standard electronics. This implies that this method could be used for extraction
of energy information from recorded traces without losing energy resolution
compared to standard electronics.

Another version of this filter was tried as well - the average was calculated
for groups of 10 samples before the fitting procedure was carried out as de-
scribed above. The averaged trace is shown in Figure 4.14. The noise on top
of the exponential slope has now been removed, as can be seen by comparison
with the central part of Figure 4.4, which shows the very same trace before
averaging. The functions were fitted on the regions indicated in the figure, i.e.
the baseline is calculated from the beginning of the trace to four bins less the
maximum (minimum) bin, and the exponential function is fitted from the maxi-
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Figure 4.12: Top: The distribution of the parameter ay of the fit (cf. eq. 4.1),
shown for strip number 10, as a function of energy. Bottom: The distribution
of the parameter separated into the three different peaks. The mean value is
determined to be —7.78 - 10™* for this strip.
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Figure 4.13: Calibrated energy spectra from the third energy filter with o fizing of
the decay parameter of the exponential slope (red) and from standard electronics
(black), from strip number 10 of the p-side. The energy resolution of the highest
peak actually exceeds the resolution of the standard electronics.

mum (minimum) bin to the end of the averaged trace. The time at which the
exponential function is evaluated is one tenth of the time that was calculated
and used for the non-averaged trace. The energy resolution that results from
this procedure does not show any large improvements over the previous method
- the resolution is basically the same as displayed in Table 4.2, implying that
the fitting procedures are not severely affected by the noise, or by having fewer
points to fit. It may be possible to gain a little resolution by, for example, mak-
ing a moving-window average instead, or by using another length of the interval
over which the averages are calculated, even though the improvements are most
likely not very large.

Moving window deconvolution

A moving window deconvolution algorithm, as described in Section 2.2.3, was
applied to all those traces that had energies in excess of 0.8 MeV according to
the first version of the energy filter. The sampled values from these events, from
one strip, were stored after each other in a text file that was taken as the input
of a LabVIEW program. The program reads and processes one sample at a
time, and can hence be directly used for online, real-time processing of data.

Figure 4.15 shows an instant picture of how the pulses are treated in the
LabVIEW program. The uppermost part of the figure shows the raw samples
that enter the program one by one, with a shift of the baseline towards 0 (the
same value is subtracted from all samples). The middle window shows the
output of the deconvolution and differentiation process, for each sample that
enters the recursive algorithm. The last window shows the result of the moving
window averaging.

The main effect of the deconvolution is to extract the height of the pulse.
In the figure it can be seen how the curve in the middle first rises quickly and
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Figure 4.14: An averaged version of the trace - the average of groups of 10
samples have been calculated. The two lines represent the two functions that
were fitted to the data; one for the baseline and one for the exponential slope.

then stabilises around a value which is the same as the height of the incoming
pulse. The value for the time constant, 7, is chosen to be 50 us in the displayed
figure.

The second effect seen in the middle figure is the effect of the “differentiation”.
The value of the function at a given point is the value that results from the
deconvolution operation, minus the result of a previous deconvolution operation
at a point that is M samples before. This means that for the first part of the
pulse, the value subtracted is a small number (0 if the baseline is perfectly
compensated), as it is taken from a point that is earlier than the arrival of
the pulse. However, when the difference between the two points that are being
subtracted is such that both of them are from times after the arrival of the
pulse, the values cancel each other. This gives the effect of cutting the pulse
after a time span that is (almost) equal to the time difference M between the
two samples to be subtracted.

The last curve shows the final outcome of the algorithm. In the last step,
a moving window average is applied. For every point, an average is calculated
over the previous L samples, where L is a constant. As the input pulse is
approximately rectangular, the result of a moving window average is a trapezoid
with a flat top of length M — L. The height of this function does, for adequately
chosen constants 7, M and L, give an accurate measure of the energy. The
height is extracted by taking an average over some fraction of the flat top, and
from this subtracting the average of some fraction of the baseline. The regions
over which the function is averaged are determined from when some threshold
is passed.

Several different parameter settings were tested, and an energy spectrum
from the one giving the best resolution is shown in Figure 4.16 together with
the corresponding energy spectrum from the standard electronics. A selection



CHAPTER 4. EXPERIMENTAL RESULTS: ENERGY EXTRACTION 41

41 0,21 H100  &s0 9,03329  |-75,5517
M
Sar'ﬂple Time T0 [nsfau Preamp [us7) 30 T
10 # 50 : ot g
JBaseIine ¥ o Tau 3 o 1-exp(-T0/Tau) 0,1
f_) 8400 0,001 2 o (l-exp(-M*T0/Tau))/M

tau correction factor; | 0,00019

Plot 0 m

@

=

=

=
1

‘| 400,0-

Amplitude

200,0-

’ |
2008037 20091358
Preamp Signal Time |

poro BN

1000,0-
750,0-
500,0-
250,10~

Amplitude

I
2009038 2009138
HOeE Time !

(o)}

=)

=)

=)

)
|

¥

4000,0-

Amplitude 2

-2000,0-] i
2009038 2009158
_Energy Filtes TImE

Figure 4.15: The moving window deconvolution acting on a pulse. The upper-
most window shows the raw trace, the second window shows the result of the
deconvolution and differentiation and the last window shows the final output
after the moving window average has been applied.



CHAPTER 4. EXPERIMENTAL RESULTS: ENERGY EXTRACTION 42

of the parameter settings are displayed in Table 4.1. First, some attempts with
a time constant of 7 = 50 us were tried, as they seemed to flatten out the
exponential part of the pulse to a straight line, at least when the first part of
the pulse was considered. This is illustrated in the Figure 4.15, and the achieved
energy resolution was approximately the same at that for the second version of
the energy filter (~80 keV). As the resolution was reasonably good, it was first
believed that a region of parameters that would give the best resolution had been
reached, and that small variations around these settings would give the optimal
resolution. Therefore, several different attempts to fine tune the parameters
were made. However, the resolution stayed the same for small variations in
both 7 and M variations.

It was also noted that changing 7 and M a lot did not change the resolution
very much either, as displayed in the second row in Table 4.1. The reason for
trying 7 = 13 us was that this is the time constant that can be extracted from
fitting exponential functions to the traces (as from Eq. 4.1 being -7.78 - 10~% is
equivalent to 7 being 13 us). This did not, however, agree with any expectations
- the time constant for the preamplifiers is specified to be 27 us, and the first
attempt with the MWD seemed to indicate that 50 us gave the best treatment
of the pulse.

Since the resolution stayed the same almost regardless of the parameters
chosen, something was clearly wrong. A completely different setting, in which a
much larger fraction of the pulses was considered, was tried a well. The pulses
were processed with parameters that took into account the entire pulse, which
means that the M value was increased as much as possible, and the L value
was increased accordingly. Doing this, it was noted that the dependence of 7
was now clearly visible, and a value of about 13 us gave the best flat top. Also
the averaging done in the last step of the algorithm, when the values of the flat
top and the baseline are picked out, was made over larger regions that became
available when the entire pulse was used. In order to make the algorithm work
properly, the recorded pulses were not put directly after each other, but the
baseline was artificially prolonged so that the algorithm had time to stabilise
after the abrupt change between the concatenated traces.

The first attempts to use the MWD algorithm, where the dependence on 7
was hardly visible, point towards the beginning of the pulse being more or less
independent of the time constant. This might well be true, as the beginning
of the pulse can still be affected by the rise, and also that the algorithm needs
longer time in order to stabilise (see Chapter 2/Figure 2.4).

The last versions of the MWD that were tried, using as much as possible
of the exponential decay, are displayed in the last rows of the table. The reso-
lution achieved using these parameters was the same as that for the standard
electronics, i.e. about 60 keV. A minor variation to 7 = 12 us was also tested,
but this gave the same resolution.

As was seen in the tests of the different parameters, the resolution could be
greatly enhanced by considering the entire traces that were recorded. Since the
shaping time of a conventional shaping amplifier is analogous to the M value
of the MWD algorithm, and commonly used shaping times used for silicon
detectors are on the order of several us, it is possible that the resolution can be
increased even further by considering a longer period of the exponential decay.
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Figure 4.16: Calibrated energy spectra extracted using the MWD algorithm with
the parameters T = 18 us, M = 1.6 us, L = 0.6 us, and an average over 0.7 us
on the flat top and an average over 0.85 1s for the determination of the baseline
(red) and from standard electronics (black).

T M L Baseline | Flat Peak 1 | Peak 2 | Peak 3
top

50 0.3 0.1 0.3 0.06 80 78 75

13 0.6 0.1 0.3 0.06 82 85 75

13 1.6 0.6 0.35 0.7 61 59 61

12 1.6 0.6 0.35 0.7 61 59 61

Table 4.1: The energy resolution of the MWD algorithm using different sets of
parameters. The column “Baseline” refers to the length of the period over which
the baseline was averaged, and the column “Flat top” refers to the time over
which the flat top was averaged. The MWD parameters are given in the unit us
and the resolution is given in keV.
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4.3 Comparison of standard electronics and digi-
tal filtering

4.3.1 Agreement between different methods

Figure 4.17 shows the correlation between the standard electronics and the first
version of the energy filter; the z-axis is the value of the energy extracted from
the standard electronics and the y-axis is the corresponding value, for the same
event, from the digital filter using the difference between the maximum and the
minimum value.

The requirement on the events shown in the top spectrum is that they must
have a non-zero energy according to the standard electronics. This spectrum
shows that all those events that according to the standard electronics had a high
energy, also gave a very similar energy in the energy filter. This is important
to verify, as the digital filtering should not miss any of the events seen by the
standard electronics. In the lower left corner of the spectrum, a group of events
that are not interpreted in the same way by the standard electronics and the
offline treatment of the pulses are seen. Those are the events interpreted by the
standard electronics as pulses with very low energy, but according to the filter,
the energies are higher. These events can be, for example, events that were just
above the threshold of the standard electronics, and whose energies are strongly
overestimated by the simple filter.

In the bottom spectrum in Figure 4.17, there are no conditions at all on
the events. In this spectrum all the events that had no energy according to the
standard electronics show up along the y-axis. The events that have somewhat
higher energies in the filter than the threshold of the standard electronics are
expected, due to the overestimation of the energy using the simple energy filter.
However, the events that had nothing in the standard electronics but energies
of several MeV in the digital filter are unexpected, as they might seem to imply
that the standard electronics is missing some of the events.

Traces that corresponded to a high energy according to the filter but not
according to the standard electronics were examined. Some examples of these
traces are shown in Figure 4.18. These traces are clearly not from detection
of particles, but contain just noise with very high amplitudes. These events
are obviously rejected in the standard electronics, but not in the simple energy
filter. This shows that the first energy filter is not an acceptable method for
extraction of the energies.

The performances of the other energy filters with respect to this feature were
investigated by counting the number of events in a strip that corresponded to an
energy of above 5 MeV in the digital energy filter but had zero energy according
to the standard electronics. For the first version of the filter there were 114 such
events. For the second energy filter, which uses an average for the baseline, only
7 of those remain. In the case of the third version with the filter, there are no
events of that kind left, indicating that those choices are much better in the
perspective of excluding high-amplitude noise.

The distributions of energies in the peaks from the « particles as seen in
Figure 4.17 are narrower in the z-direction than the y-direction, illustrating
once more the less good energy resolution of the first version of the energy filter
as compared to the standard electronics. In Figure 4.19, the first and the third
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Figure 4.17: Top: Spectrum showing the energy from the standard electronics
on the z-azis and the energy from the first version of the energy filter on the y-
axis. The events are from one strip only, and the only events that are displayed
are those that had a non-zero energy from the standard electronics. Bottom:
Same spectrum as above, but showing all the events from that strip, regardless
of whether there the standard electronics detected anything or not.
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Figure 4.18: Traces of events that yield high energies in the first filter, E; but
zero energy in the standard electronics. The energies according to energy filter
1 are above 5 MeV.
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Figure 4.19: Spectrum showing the energy from the first filter on the x-axis and
the energy from the third version of the energy filter (with fized slope) on the
y-azis. The events are from one strip only, and the only events displayed are
those with a non-zero energy from the standard electronics.

energy filter are compared. The requirement imposed on the events is that
the standard electronics must have a non-zero energy in the strip. The peaks
from the « particles are clearly more separated in the y-direction than in the
x-direction, due to the improved resolution of the third energy filter. The off-
diagonal events are most likely the same events as those that were off-diagonal
in the top spectrum of Figure 4.17; they do not give any energy in the standard
electronics, but according to the first energy filter they have energies of up to
about 2 MeV. When these events are analysed by the third energy filter, the
energy is once more found to be smaller than what the first filter indicates. The
sharp lower cut-off is because of the energy filter 3 not being employed unless
energy filter 1 was above a certain lower limit.

4.3.2 Resolution

The resolution of the different energy filters were compared by fitting Gaussian
functions to the « peaks, and the FWHM was calculated as FWHM = 2.35 - o.
The resulting resolutions, for two different strips - one on the p-side and one on
the n-side, are summarised in Table 4.2.

The resolution of the energy filters is gradually improving as the methods
are refined, when going from the first and simplest version of an energy filter
to the version which included the fitting of a function to the exponential slope.
The further developments of the last method included a fixing of the parameter
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Energy filter Peak 1, | Peak 2, | Peak 3, | Peak 1, | Peak 2, | Peak 3,
P p p n n n
Standard 61 59 61 63 63 61
Filter 1 99 96 89 85 89 89
Filter 2 82 82 78 80 78 78
Filter 3 66 63 63 68 68 68
Filter 3, fixed | 61 - 61 61 - 61
slope
Filter 3, fixed | 61 59 59 61 61 61
slope, smooth
MWD, best pa- | 61 59 61 - - -
rameters

Table 4.2: Energy resolution of the different versions of digital filtering of the
traces, compared to that of standard electronics. “Peak 17 refers to the first and
highest peak in the histograms with an energy of 5070 keV (from the 2‘°Pu),
“Peak 2” refers to the middle peak with an energy of 5410 keV (**'Am) and
“Peak 3” refers to the last peak at 5730 keV (***Cm). “p” and “n” refers to the
side of the detector. The resolution is given as the FWHM of the pulse in keV.

of the exponential slope, and this version has a resolution that is as good as the
one of standard electronics, which shows that it is possible to achieve at least as
good resolution using sampling ADCs as standard electronics. In a last version
of this filter, an averaging of the function was made before the fit was made.
This did not change the resolution significantly.

The first attempts to use the MWD algorithm gave an energy resolution
that was comparable to that of the second version of the energy filter, but using
a longer part of the exponential decay enabled both a better determination of
the time constant of the preamplifier, and a better resolution about the same
as that of the standard electronics. This illustrates clearly that the parameters
used in the MWD algorithm need to be finely tuned in order to get a good
resolution. Possibly, the resolution can be even better if the parameters were
further optimised. However, the similarities in the processes that are employed
in the last version of the “offline” energy filter and the MWD algorithm, indicate
that most likely the resolution should not be very different for the different
methods. As the resulting resolutions for the two methods agree very well,
it seems likely that the resolution from the MWD cannot be improved very
much more by fine tuning the parameters. What could, however, improve the
resolution is the length of the exponential tail that is considered. For this
experiment, only about 1.5 us of the tail was recorded. By operating on the
real data stream from the detectors, this period can be prolonged, which could
possibly enhance the resolution.

The tests performed show unambiguously that the same resolution can be
achieved for sampling ADCs as for standard electronics, using either an offline
analysis of the data or by applying the MWD algorithm with carefully optimised
parameters to the stream of data from the detector. This means that it is indeed
possible to replace the standard electronics for the DSSSD of the TASISpec setup
with sampling ADCs without any loss of energy resolution.



Chapter 5

Experimental Results:
Implications for New
Opportunities

New possibilities, besides the prospects of improved energy resolution, open up
with the use of sampling ADCs. Access to the pulse shape may yield information
about the formation of the pulse, which, in turn, may transform into information
about the detected particle. This new aspect will be investigated in this chapter.

5.1 n-side/p-side rise time

If there is any relevant information in the pulse shapes, besides energy and
time, it resides within the rise of the pulse. The measurement with the « source
was used for characterisation of different methods to parametrize the rise of
the pulse, and then the methods were applied to the in-beam data in order to
investigate the possibilities of particle identification.

5.1.1 Fitting of a straight line to the rise

The first attempt to characterise the rise of the pulse was made by fitting a linear
function to a small portion of the middle of the rise. In order to determine what
region to use, the derivative of the function was constructed. The difference
between two subsequent samples was calculated and used as the derivative.
Two pulses, one positive and one negative, and their derivatives, are shown in
Figure 5.1. The position of the pulse can be taken as the maximum of the
derivative. This gives a more accurate positioning than, for example, by using
the the maximum of the trace itself. This is due to the noise; even in cases of a
real pulse being detected, the maximum of the pulse is not necessarily positioned
directly after the rise since noise on top of the pulse may shift the maximum,
whereas the derivative is most likely large only for the rise of the pulse.

The linear function was fitted to a small region around the bin with the
highest value of the derivative, using the data from the a source. Figure 5.2
shows the result of the fit for two of the traces, one positive and one negative.

49
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Figure 5.1: The same traces as displayed in Figures 4.4 and 4.5, now together
with their derivatives. The derivatives were calculated as the difference between
two consecutive samples.

The rise itself is not a linear function except for the middle of the rise where a
line is a reasonable approximation, and hence this method may be unstable, as
it depends strongly on exactly which region is chosen. The parameter from the
fit which describes the slope is shown in Figure 5.3 as a function of energy for
two strips. Most of the events end up along a line with a well-defined slope, and
the three o peaks are seen to end up on this line. The spread of the values is not
very large along this line, which indicates that this simple method is, in fact,
rather reliable. The fact that the slope depends linearly on the energy for the «
particles, means that the rise time is a constant, while the slope varies in order
to give different energies. In order to verify the linear dependence of the slope
on the energy, the slope was normalised with the energy of each event. The
results for the p-side strip is shown in Figure 5.4. The slope normalised with
energy shows similar distributions for the three different peaks, which shows
that the slope is indeed linearly dependent on the energy for the same type of
event. However, it should be noted in the spectra that the normalised peaks
are not in the same positions for the p- and n-side. The normalised slope on
the n-side is a little smaller than the one from the p-side, which indicates that
the rise time is somewhat longer for the n-side. This is due to the longer time
it takes for the charge cloud to travel to the n-side of the detector, which allows
for more diffusion to take place. However, the figures indicate that this does
not affect the linearity in energy, but just causes the slopes to be smaller.

The points in Figure 5.3 that are not on the main line may seem like a
worrying feature. However, it turned out that they all originated from events
with multiplicity higher than one. Figure 5.5 shows the events with a total
multiplicity of one for each side, that are recorded in a strip on the p-side. In
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Figure 5.2: [llustration of the fitting of a linear function to the middle part of
the slope. The region for the fits goes from bin by = b, — 1 to bin by = b, + 2
where b, denotes the extremum bin of the derivative.
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Figure 5.3: Slope found from fitting o linear function to the central part of the
rise as a function energy for two strips. The region to which the fit was made
extended from bin by = b, — 1 to bin by = b. + 2 where b, denotes the extremum
bin of the derivative. Only those events having an energy in excess of ~0.8 MeV
in the third energy filter are displayed.
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Figure 5.4: Distributions of slopes divided by the energy of the pulse, for a p-
side and an n-side strip. The black curve corresponds to the peak with the lowest
energy, the red to the one with intermediate energy and the last to the peak with
the highest energy. The data displayed is from the same strips as the previously
displayed data.
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Figure 5.5: Slope as a function of energy, for a strip on the p-side and one from
the n-side. The events are restricted to contain only those that have multiplicity
1 in both p-and n-side.

this spectrum, the events all end up on the same line. The multiplicity being 1
means that the strip which is considered contains one and only one well-defined
pulse of a height that corresponds to about 0.8 MeV or more. As these are
the events of interest to examine, the analysis of the slope will from now on be
concentrated on those events that have multiplicity 1 in both sides only.

In principle, there may be some differences in the response of the detector as
a function of position. To investigate this, the events from one pixel only were
investigated. Figure 5.6 shows the distribution of slopes divided by the energy
for each of the three a peaks. The distributions are very similar to those from
the entire strips, as seen in comparison to Figure 5.4. This indicates that there
is no large difference between different parts of the detector from a point of view
of the slope of the rise. The use of the slope for possible particle identification
will be discussed later in this chapter.
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5.1.2 Calculation of time and width of the derivative

Another approach for the parametrisation of the pulse shape was tried as well.
This uses the features of the derivative; the mean value of the derivative is taken
as the time for the arrival of the pulse (also used for the last versions of the
digital energy filter in section 4.2.2). Also an attempt to characterise the rise
time using the width of the peak of the derivative of the pulse (cf. Figure 5.7)
was made. The mean bin value, denoted by T (for time) is calculated as

1 &
T:N;z.u\m, (5.1)
1=b1

where the sum goes over a chosen interval [by, b2] of bins around the rise of the
pulse. NV, is the contents of bin ¢ and N is the normalisation constant

N = Z |N;|. (5.2)

The width of the rise is taken as the standard deviation of the peak on the
derivative, calculated as

o= NZ(@'—TV-IMI, (5.3)

where T is the mean bin.

Calculation of the time

A first attempt, in which the time was calculated using the derivative itself and
not the absolute value, gave inconsistent results due to the varying signs of the
weights; the mean value was sometimes found to be outside of the range over
which it was calculated. If those events that had multiplicity one, i.e. those that
for sure contained an event at the self-trigger time which is inside the range that
was used for calculating the mean value, the mean values were all found within
the range. In principle, the only events investigated in this section are those
with multiplicity one, since they are the events where the time of the arrival
is approximately the same, but the inconsistency in the results points towards
a problem with the method which should be fixed in order to have a stable
algorithm. Therefore, the absolute value of the derivative is considered for the
determination of the weights used in the calculation of the time. This also gives
a more consistent way of treating pulses from either side of the detector.
Figure 5.8 shows the time as a function of energy, for all events with mul-
tiplicity 1 in both p- and n-side, for one strip on the p-side and one on the
n-side. The interval chosen for the calculation of the mean value covers the
range [b1, ba] = [65,100] as indicated in Figure 5.7. The region extends approxi-
mately 10 units to both sides of the peak itself. Most events have similar times;
for the events on the p-side, the average time is slightly below 83, and for the
n-side, the average time is slightly higher. This is consistent with expectations;
the detector is exposed to radiation close to the p-side, so the time it takes for
the charge carriers to drift to the p-side is shorter than the time for the drift to
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Figure 5.7: The derivative from the same trace from the p-side as shown pre-
viously, but with absolute values of each bin begin displayed instead of the real
value for the derivative. The region over which the mean bin was calculated is
marked in red.

the n-side. Of course, the differences in time depend also on the cable length,
which could, in principle, shift the positions in time.

The distributions of the times divided into the three different o peaks is
shown in Figure 5.9. In the upper part, the distributions from a strip on the
p-side of the detector is shown, and the lower part shows a strip from the n-
side. The distributions are clearly very similar for all signals detected on either
side of the detector, independently of the energy. The average time from the
strip on the p-side is determined to be approximately 82.7 and on the n-side the
corresponding value is approximately 83.4. The difference between those values,
0.7 bins, corresponds to 7 ns.

A smaller region over which the mean value is calculated, [b1, bs] = [75, 90],
was tried as well. The results from the two regions are compared in Figure
5.10, where the distributions of times for the peak with the highest intensity
are shown. The strong similarity of the two distributions is a good indicator of
that the method is stable, at least in the sense that it does not depend critically
on the chosen interval. Due to the larger possibility of accommodating also
pulses that are not in self-trigger position in the largest interval ([65,100]), it
was decided to use this interval for the calculation of the time.

The importance of extracting the time for the arrival of the pulse, from the
perspective of particle identification, is to be able to see possible differences
between the p-and n-side of the detector, and how this changes with type of
event. For the chosen method ([b1,b2] = [65,100]), the distributions of time
from the peaks with the highest intensity from one p-side strip and one n-side
strip are shown in Figure 5.11. The difference between the mean value of the
two distributions is approximately 5 ns.

So far, it has been shown that the calculation of the time does not depend on
the chosen interval, and that the calculations do not give very large variations.
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Figure 5.8: The time as a function of energy for all events with multiplicity 1 in
both p- and n-side, calculated as the mean bin in an interval [by, bs] = [65,100].
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Figure 5.9: The distribution of times divided into into different energy regions;
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red ones are from the middle peak and the green ones are from the peak with the
highest energy. The upper part is from a strip on the p-side and the lower part
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The variations in the times that persist are due to either (i) instability in the
calculation or (ii) time jitter in the electronics system or (iii) that the pulses
actually do arrive at the preamplifier/trigger system in such way that their
relation in time is different from event to event. Since the physical situation is
such that the difference in time between p- side and n-side should be fixed for a
certain type of events if they happen within one pixel, the spread should most
likely be due to one of the first two options. From Figure 5.11, it is a plausible
assumption that the signal from the p-side always comes before the one from the
n-side, but there is no explicit proof for it. In order to resolve these questions,
the signals from one pixel were investigated.

Figure 5.12 shows the distribution of times for the three different o peaks
from one pixel only. The pixel that is displayed here is the one that contains the
two strips that the previous pictures are constructed from. The distributions
of times are approximately as wide as for the full strips (see Figure 5.9), which
indicates that the spread in time does not depend on variations between different
parts of the detector.

The time as a function of energy for each side of the pixel is shown in Figure
5.13 together with the difference in time between the p-side and n-side for each
event. The lower part of the figure shows that the signal from the p-side does
not always come before the signal from the n-side. Even though this may appear
a little odd, the absolute time difference is of no importance. A more worrying
feature is that the spread of the values is rather large. Actually, it is larger than
the spread of the values from the separate sides, as can be seen by comparing the
three spectra in the figure. This is disappointing from the perspective of particle
identification. One possible explanation for the large spread in the values in the
figure would be that the method for calculating the time is instable. This was
tested by visual inspection of sets of pulses from the outermost parts of the
distribution of the time difference. Two such sets of pulses are shown in Figure
5.14; one in which the calculation gave a positive difference (p-side comes before
n-side) and one which gave a negative difference. In the first set of traces, it
indeed looks like the p-side signal comes first, and the other way around for the
second set. This indicates that this unexpected feature does not originate from
the calculation but is an inherent feature of the data.

This means that even though the calculation of the time can be done in a
way that apparently is stable, the difference in time between the pulses is still
rather large. This might be caused by the use of an external trigger, created
in the analog electronics. The fact that the times differ rather much can make
particle identification using this feature of the pulse a difficult task. The ques-
tion of whether it is possible or not, will be addressed in the last part of this
chapter. Other methods for extracting the time of the arrival of the pulse will
be considered in the following sections.

Calculation of standard deviation

The calculation of the standard deviation was investigated in a similar manner
as the time. At first, plots showing the standard deviation as a function of
energy gave results that seemed reasonable. Figure 5.15 shows the standard
deviation as a function of energy in the case when the absolute values of the
derivative are used as the weights, and the region that is considered goes from
bin 65 to bin 100. The standard deviation is seen to depend on the energy.
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Figure 5.12: The distributions of time for the three different o peaks from one
pizel only. The upper spectrum is from the p-side and the lower spectrum is
from the n-side. The separation into the different peaks is done such that the
requirement for being part of either distribution is that both p- and n-side has
an energy that is in the chosen interval for the respective peak.
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Figure 5.13: The time for each event in the p-side (top) and n-side (middle)
from one pizel, and the difference in time between those for each event (bottom)
as a function of energy. Note that o multiplicity of 1 is required for both p-side
and n-side, which ensures that the signals originate from the same event.
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Figure 5.14: Top: Traces from one event, for which the calculated time for the
n-side is earlier than that from the p-side. Bottom: Traces from an event for
which the calculated time showed a large time difference between the p-side and
n-side, with the p-side coming first. Note that the scale on the z-axis is different
in the two histograms.
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Figure 5.15: Standard deviation calculated according to Eq. 5.8 as a function of
energy, for one strip on the p-side (top) and one strip on the n-side (bottom).

However, it does not seem to depend on whether the pulses are from the n-side
or the p-side. Figure 5.16, in which the standard deviation is divided into the
different « peaks, shows more explicitly the behaviour of the energy dependence.
The higher the energy, the lower is the standard deviation. The expectation is
that the rise time - and hence the calculated standard deviation - should not
depend on the energy, as the slope has been shown to depend linearly on the
energy. However, this is not necessarily inconsistent with the energy dependence
observed for the width: Even if the rise time is equally long for all pulses, the
height of the peak in the derivative will be higher for the pulses with high energy,
and this affects the standard deviation of the pulse in the way that is seen in
the spectra.

In order to investigate the method of determining the standard deviation
further, the region over which it was calculated was varied. For a region between
bin number 75 and 90, the result is quite different than for the larger region.
The standard deviation as a function of energy is shown in Figure 5.17 for a
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Figure 5.16: Distributions of the standard deviation for the different peaks,
shown for a strip on the p-side of the detector. The black is from the peak
with lowest energy, the red is from the middle peak and the green is from the
peak with the highest energy.

p-side strip. The energy dependence is smaller in this case. However, the major
difference is that the standard deviation is now distributed around values of
2 instead of values around 4, as for the larger interval. This dependence on
the chosen interval is a worrying feature, which indicates that this method may
actually not be very useful.

An even smaller interval, which goes from bin number 79 to 86, was inves-
tigated as well. Figure 5.18 shows the distribution of the standard deviation
from the peak with the highest intensity for the different regions over which the
standard deviation was calculated. The shape of the distribution varies a lot
when going from the largest interval to the intermediate one, and the average
standard deviation is also much larger for the larger interval. This dependence
on the chosen interval shows that the method cannot be trusted, and it will not
be considered further.

It should be noted that this does not imply that the width of the distribution
is a quantity that is not useful, only that the method discussed in this section
is not suitable for extracting this parameter. The dependence on the chosen
region originates from the events far from the mean value of the distribution.
Even though they are few, they obviously still affect the calculations signifi-
cantly. Other methods for extraction of the widths will be considered in the
next sections.

5.1.3 Using a Gaussian function to fit the derivative

Another possible method to extract the time and the rise time is to fit a function
to the derivative and use the fitting parameters as measures of these quantities.
A Gaussian function was fitted to the derivative, as illustrated for one trace in
Figure 5.19. The parameter which gives the center of the distribution was taken
as a measure of the time, and the width of the distribution was used as measure
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Figure 5.17: Standard deviation as a function of energy for a p-side strip. The
region over which the standard deviation is calculated is bin number 75 to 90.
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Figure 5.18: Distribution of calculated standard deviation for the peak with the
highest intensity, for different regions. The black curve shows the distribution
that results from a calculation from bin number 65 to 100, the red curve corre-
sponds to an interval of bin 75 to 90 and the green curve to an interval from
79 to 86 (see Figure 5.7 for a comparison of the intervals). The data is from a
p-side strip.
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Figure 5.19: Fitting of a Gaussian function to the derivative. The function was
fitted over an interval [bin,bmaz] = [be-15,b.+25] where b, is the bin with the
largest contents.

of the rise time. Obviously, a Gaussian function does not represent the true
form of the derivative, but nonetheless, it can provide a usable quantisation of
the properties of the trace.

The resulting distributions of the time for the events from one pixel are shown
in Figure 5.20 as functions of energy. The distributions for the time shows similar
features as those calculated as the mean of the derivative (see Figure 5.13). The
spread of the values is approximately the same for the different methods, which
indicates that the spread is a feature of the data itself. The reason for the
somewhat different position of the center of the distribution between the two
cases is partly due to the fact that the Gaussian function does not agree with
the peak due to the “tail” to the right, which pushes the centroid to the right as
seen in Figure 5.19, and partly due to a different numbering of the bins of the
derivative, which causes a shift of one channel between the different methods.

The widths of the fitted Gaussians are shown in Figure 5.21 as a function of
energy for the same pixel. The distributions clearly show that the traces from
the p-side have a shorter rise time than those from the n-side, as the sigma is
smaller for the p-side. Also in this case, the distributions are well defined but
wide.

5.1.4 Using two Gaussian functions to fit the derivative

To get a better fit to the peak than the simple Gaussian function employed in the
previous section, a sum of two Gaussian functions was fitted to the derivative as
illustrated in Figure 5.22. This clearly gives a better fit, however the parameters
may be less straightforwardly connected to the features of the trace. The time
for the pulse was taken as the centroid of the left Gaussian function, and the
distributions of times as functions of energy are shown in Figure 5.23. Also in
this case, the distributions are as wide as for the original method. Compared to
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Figure 5.20: Time as a function of energy for p-side (top), n-side (middle) and
the difference in time between the two sides (bottom). The time is extracted by
fitting a Gaussian to the function and using the centroid as the time. Note that
the scale is the same as in Figure 5.18, although shifted with one unit, so that
a direct comparison of the distributions can be made.
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Figure 5.21: Sigma of the fitted Gaussian functions as a function of energy for
p-side (top) and n-side (bottom).
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Figure 5.22: Fitting of a sum of two Gaussian functions to the derivative. The
function was fitted over an interval [bpin,bmaz] = [be-15,b.+25] where b, is the
bin with the largest contents.

the previous fit with just one Gaussian function, the distributions are centered
around somewhat lower values, as could be expected from the illustrations of the
methods. However, the distributions of the time difference stays approximately
the same.

In a first attempt, the width of the left Gaussian function was taken as the
width of the derivative. The results are shown in Figure 5.24. For both p-
side and n-side, the values are lower then when fitting a single Gaussian (see
Figure 5.21). These results are expected since the tail of the derivative is now
accommodated in the second Gaussian function, and the left one covers only the
peak itself, which has a smaller width. Another noticeable feature is that the
distributions from the p-side and the n-side are not as much separated in this
case, however, they are still different. The fact that they are less separated than
in the case of fitting just one Gaussian function, indicates that only a part of
the differences between the traces resides within the first part of the derivative,
and that most of it is found in the very last part of the rise time.

The sigma of the second Gaussian function is shown in Figure 5.25. What
is surprising is that both distributions are centered at around approximately
the same values, which indicates that the width of the second Gaussian in itself
does not provide a very good quantification of the risetime, since it is known
from previous investigations that the rise time is longer on the n-side. Even
more surprising is that the spread is significantly smaller on the n-side than on
the p-side, which cannot be easily explained.

Figure 5.26 shows the difference in position between the two Gaussian func-
tions. The difference between these values gives more narrow distributions than
any previously tested measure of time. Hence, this may be a quantity that can
be used for particle identification, which will be discussed later in this chapter.
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Figure 5.23: Time as o function of energy for p-side (top), n-side (middle) and
the difference in time between the two sides (bottom). The time is taken to be
the centroid of the left Gaussian function.
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Figure 5.24: Width of the peak as a function of energy for p-side (left) and n-side
(right). The measure of the width is the sigma of the “left” Gaussian function
that was fitted to the derivative.
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5.1.5 Integration of peak and tail of derivative

By placing the derivatives of many traces on top of each other, some general
features of the pulses could be distinguished. Figure 5.27 shows the derivatives
of all the traces from one pixel that has energies in excess of 4 MeV, separated
according to whether they originate from the measurement with the o source
or from the in-beam measurement.

The region marked with an arrow in the figure indicates a region where the
summed derivative from the « particles is clearly separated from the derivative
of the (almost exclusively) implanted ions from the in-beam experiment in the
pulses from the p-side. On the n-side, no corresponding feature was found.
Some single derivatives from the p-side were investigated, and most of them
contained the same features as the summed derivative, however not always as
pronounced as they are seen for the summed derivatives. In order to quantify
this aspect of the derivatives, the derivative was integrated over the region
where the large separation between the different kinds of events was seen, and
divided by the integral of the peak of the derivative. The two regions to be
used were determined individually for each trace by using the maximum bin of
the derivative and defining regions with respect to this. The ratio of the two
integrals will be referred to as the “tail-to-peak” ratio.

This ratio was calculated for each trace, and the result for the « source
measurement is provided in Figure 5.28. The tail-to-peak ratio is shown as a
function of energy for both p-side and n-side. The values of the tail-to-peak
ratio are similar for the p-side and n-side, however more stable for the n-side.
The relative difference between the sides indicates that the spread in the values
for the p-side actually does originate from a larger difference between the pulse
shapes from the p-side, because if it had been due to solely instability in the
method, the same spread would probably have been found on the n-side. A
comparison with the results from the same calculations applied to the in-beam
data will be presented in the following section where the possibilities of particle
identification will be explored.

5.2 Possible particle identification

5.2.1 Raw data from ?**No

In order to investigate whether the developed methods for extracting informa-
tion from the pulse shapes can be used for particle identification, the methods
were applied to the in-beam data. The total energy spectra for the p-side and
n-side from the in-beam experiment are shown in Figures 5.29 and 5.30. The
energy spectra on top show those events that were recorded while the beam
was on (5 ms of each cycle), and the bottom spectra show the data from when
the beam was off (15 ms of each cycle). Clearly, most events take place during
the irradiation of the target. Those events consist of both implanted Nobelium
nuclei, background from beam-like and target-like reaction products, and decay
products of the radioactive nuclei that have been implanted in the detector.
The peaks in the lower parts of the beam-on spectra (top) are from various
low-energy events, such as He atoms from the gas in TASCA being scattered
into the detector. The smooth distribution of events over the rest of the energy
spectra are from the implanted reaction products. The energy of the nobelium
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Figure 5.27: The summed derivatives from all events in one pizel from the p-side
(top) and n-side (bottom). The black curves shows the a particles and the red
curve shows the data (mainly implanted ions) from the in-beam experiment. The
arrow is pointing to a region that differs substantially between different sorts of
events on the p-side. The effect is much less pronounced in the n-side. The
vertical lines show the approximate limits for the regions that were chosen for
the integration of peak and tail, respectively.
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Figure 5.28: The tail-to-peak ratio as a function of energy for p-side (top) and
n-side (bottom). The peak itself is defined as the interval [byin,bmaz] = [be-
3,b.+5] and the tail is defined as the interval [byin,bmaz] = [bc +8,b.+14] where
b. is the bin with the largest contents in the derivative of the trace.
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Figure 5.29: The summed energy spectra from all the strips of the p-side collected
during the target irradiation (top) and during the periods when there was no
irradiation (bottom).
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Figure 5.30: The summed energy spectra from all the strips of the n-side collected
during the target irradiation (top) and during the periods when there was no
irradiation (bottom).
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Figure 5.31: Alpha spectrum recorded using TASISpec under basically the same
conditions as in this experiment, but with more statistics. Figure from [17].

isotopes that are implanted is about 30 MeV but the measured energy is less due
to the higher recombination of electron-hole pairs and the different energy loss
mechanisms that start to play a large role for heavier particles. These effects
cause them to have relatively broad distributions of detected energies. The other
reaction products will also be spread out in energy, producing a mostly smooth
background. The wide peak around 8 MeV on the p-side originates from three
malfunctioning strips, and is not of relevance for the analysis, as those strips
are excluded in the detailed analysis.

The spectra from the periods without irradiation of the target are shown in
the lower parts of the two figures. Since there are (ideally) no implantations
during this period, the only signals are from the decays of the implanted nuclei.
On the p-side, the resulting o peaks can be identified by comparing with the
spectrum presented in Figure 5.31, which was also recorded using the TASIS-
pec setup but with significantly more statistics. The highest peak is from the
a decay of ?*>No into 24°Fm, in which an « particle of energies in the span
8.01 - 8.14 MeV (depending on the state to which is decays) is emitted. The
half-life of 2°>No is approximately 1.6 minutes. The decay of 2*Fm into 24°Cf
with a half-life of 2.6 minutes can also be discerned in the spectrum.

The 2''Po that is implanted into the detector and whose o decay can be
seen in the spectrum, is created when an « particle is transferred from a beam
particle to a target atom and the target atom is knocked out of the target. The
kinematics of this reaction makes it possible for the 2!'Po to reach the detector.
This, in combination with the short half-lives (~30 s for the isomeric state and
~0.5 s for the ground state) makes the peaks from this pollutant relatively
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intense.

The overall background in the beam-off spectra consists mainly of irradiation
products. These should preferably be sorted into the beam-on spectrum, but
the indication on whether the beam is on or off is slightly maladjusted in time,
which means that some of the events that happen while the beam is on are
wrongly sorted into the beam-off spectrum.

5.2.2 Application of methods to extract slope, time and
rise time

Calculation of the linear slope of the trace

The method of fitting a straight line to the middle of the rise of each trace was
applied to the in-beam data. The results from one pixel are shown in Figure
5.32. The upper part shows the distributions as functions of energy. These
spectra can be compared to the spectra in Figure 5.5, which shows the results
of the same calculation being applied to the data from the « source. The spectra
show similar features; the energy dependences of the slopes are similar and the
spread in the values from the p-side is larger than the spread in the data from
the n-side in both cases.

The middle and lower set of figures show the slope normalised with energy,
for three different energy regions. The left part of the figures show the beam-on
data, which consists mainly of implanted ions. From this figure, the conclusion
that there is no pronounced difference between different energy regions can be
made. This allows for a direct comparison between the spectra from the different
types of particles. The figures shown here are analogous to those in Figure 5.6
for the o data. The distributions from the in-beam data and the « particles
are, to a large extent, overlapping. There could be a slight shift towards lower
numbers on the p-side and towards higher numbers on the n-side when going
from the a data to the implanted ions, but this effect is very small and does not
allow for an identification if the particles.

This is confirmed by a comparison between the beam-on data (left) and the
beam-off data (right). Only three events are seen in the beam-off spectra in an
energy region ranging from 6.5 MeV to 8.5 MeV (only these are displayed in
the figure). Those events most likely arise from the o decays of implanted ions.
The energies of the three particles are approximately 6.8 MeV, 7.5 MeV and 8.2
MeV, respectively. A comparison with Figure 5.31 shows that they originate
from regions where a particles are expected, which gives a strong indication on
that they are likely « particles. Two more particles were detected during the
beam-off period, but they had energies that were very high, which implies that
they are implants that were wrongly labeled. These particles are not displayed
in the figure.

If successful particle identification could be made using the described method,
the likely a particles from the beam-off periods would exhibit values for the slope
that would be outside the distributions achieved by analysing the implants. As
seen in Figure 5.6, the three o events are not separable from the rest of the
distributions.
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Figure 5.32: Linear slope for the in-beam experiment. Top: The slope as a
function of energy for p-side (left) and n-side (right) for the beam-on data from
one pizel. Middle: The distribution of slopes (normalised with the energy of
each event) divided into different energy regions for the p-side for beam on (left)
and beam off (right). The energy regions are such that the first (black) is from
6.5 to 8.5 MeV, the second is from 5.0 to 6.5 MeV (red) and the last one is
from 8.5 to 10 MeV (green). Bottom: Same as previous, but for the n-side of
the detector. The three events displayed in the right part of the figures are likely
a decays from a decay chain of 2°3 No.
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Calculation of time as average bin of derivative

The calculation in which the time was determined as the average of the derivative
in a span ranging from bin number 65 to bin number 100 was applied to the
in-beam data, and the result is shown in Figure 5.33. The energy span of the
spectra cover both the same region where the o peaks from the source end
up, and the region in which the decays of 2°3No are found. The distributions
should be compared to those in Figure 5.13, which are from the « source. For
the p-side, the distribution is more narrow for the in-beam data than for the
« data. However, the lower limits for the distributions are very similar so they
still overlap. Also the difference in time between the p-side and n-side look the
same as for the « data.

One feature of the in-beam data seen in the time distributions is the energy
dependence. As seen in the figure, the times are, on average, slightly higher for
the events with high energies. Since it is possible to apply a cut in the data
that is energy dependent, an energy dependence could be used in order to get
the best separation into different events. However, it can be deduced from a
comparison of the figures form the different sorts of events that it does not help
in this case; the distribution from the « particles, with energies in the very left
part of the spectrum from the implants that is displayed in the figure, overlap
with that of the implants also in the part of the spectrum that represent their
energies.

A comparison with the beam-off particles, it turns out that two of them
(the ones with highest and lowest energy of those displayed) are actually clearly
separated from the distributions from the beam-on data, especially when com-
paring their values to the distribution at the relevant energy. However, they are
also separated from the distributions from the « source, which is odd. It is also
so that the particle with the intermediate energy ends up in the middle of the
distributions of the implants, which implies that the method is not reliable for
particle identification.

Fitting of a Gaussian function to the derivative

The method described in section 5.1.3, in which a Gaussian function was fitted
to the derivative of each trace, was applied to the in-beam data. The results
are shown in Figures 5.34 and 5.35. Starting from the beam-on data, the dis-
tributions of the time (Figure 5.34) can be compared to the times from the «
source (Figure 5.20). The figures show the time that was extracted as the cen-
troid of the Gaussian function as a function of energy. A comparison between
the beam-on measurement and the data from the « source (see Figure 5.20)
shows that the distributions are positioned in the same regions. For the p-side,
the calculated times are between 81 and 83 for both cases, and for the n-side
the corresponding numbers are 82 to 84. The distributions of time differences
between the p- and n-side for each event seem to be somewhat smaller in the
case of the in-beam data, but the distributions are centered around the same
values, which makes it impossible to make any conclusion of particle type from
the time difference between p- and n-side.

The right part of the figure shows the beam-off data, which confirms that
there is no distinct difference between the timing of o particles and implanted
ions. In all three cases (time for p-side, time for n-side and time difference
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Figure 5.33: The time as a function of energy for the in-beam data. The time is
calculated as the average bin in an interval from 65 to 100. The upper spectra
show the time for the p-side separated into beam-on (left) and beam-off (right).
The middle spectra show the same data for the n-side, and the bottom spectra
show the difference in time between those.
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between those), the particles that are detected during the beam-off periods,
that are most likely from an « decay chain, are positioned such that they are
spread out over the entire span of values from the implantation data.

The widths of the fitted Gaussian functions are shown in Figure 5.35. The
widths and positions of the distributions from the beam-on data (left) can be
compared to Figure 5.21, which shows the corresponding features of the « source.
The distributions from the in-beam data seem to be somewhat more narrow than
the ones from the « source, both in the case of the p-side and n-side. However,
also in this case, the distributions are centered around the same value, and no
distinct separation can be made.

Considering the « particles in the beam-off data (shown in the right part
of the figure), their values for the width of the Gaussian function do not differ
from the values achieved from the beam-on data, which indicates that no particle
identification is possible from the procedure of fitting a Gaussian function to
the derivative and considering the two parameters position and width.

Fitting of two Gaussian functions to the derivative

The method of fitting two Gaussian functions to the derivative was also applied
to the in-beam data. The distributions of times for the left Gaussian function,
the time difference between the p- and the n-side, and the sigmas of the functions
turned out to be more or less the same as the the ones for the o sources. In
some cases either particle type gave distributions that were somewhat smaller
than the other, and in some cases the overlap was not complete, but the overall
impression was a large similarity between the distributions from the different
particles, just as was seen for the parameters of the fitting of one Gaussian
function only. For some parameters, an energy dependence could be seen, but
this did not allow for a better separation of the distributions. Also, the few likely
« particles during the beam-off period could not be unambiguously separated
from the distributions from implanted ions. In some cases, two of the three
particles were outside the main distributions from the implants, but there was
always one that could not be separated from the implants. If it had always been
the same particle, it could have been a reason for claiming that maybe it is not
an « particle after all, but it was not always the same particle that fell within
the main region from the implants.

In section 5.1.4, where the method was described, it was noted that the
difference in time between the centroid channel of the two Gaussian functions
gave rather narrow distributions. Also this parameter was investigated for the
in-beam data, but although the distributions are narrow, they still overlap. This
time difference is shown in Figure 5.36 for the p-side. The distribution stays
rather narrow also in the case of the in-beam data. However, the distribution
overlaps completely with the one from the o particles (see Figure 5.26). Also,
the « particles in the spectrum to the right are also accommodated in the same
region. Another attempt in which the time difference between the two centroid
values was weighted with the heights and widths of the two functions was tried
as well, but this also gave overlapping distributions.
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Figure 5.34: Time as a function of energy for the in-beam data, separated into
beam-on and beam-off. The value for the time is the centroid of a Gaussian
function that was fitted to the derivative of each trace. The beam-on spectra are
in the left column, and the beam-off spectra are in the right column. The p-side
is shown in the top spectra, the n-side in the middle spectra and the difference
between those are shown in the bottom spectra. Note that the scale on the y-azis
is the same as for the corresponding spectra from the a particles (Figure 5.20),
so that a direct comparison can be made.
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Figure 5.35: The width of the derivative as a function of energy for the in-beam
data, separated into beam-on (left) and beam-off (right). The width is extracted
as the sigma of a Gaussian function that was fitted to the derivative of each
trace. The top spectra shown the data from the p-side while the bottom spectra
show data from the n-side. Note that the scale on the y-axis is the same as for
the corresponding spectra from the « particles (Figure 5.21), so that a direct
comparison can be made.
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Figure 5.36: The difference between the centroid channel of the two Gaussian
functions whose sum was fitted to the derivative, as a function of energy. The
data originated from the p-side of the detector. The data from the beam-on
periods is shown in the left spectrum and the data from the beam-off periods is
shown in the right spectrum.
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Tail-to-peak ratio of the derivative

The tail-to-peak ratio, which was defined in section 5.1.5, was calculated for the
in-beam data. This ratio, as a function if energy, is shown in Figure 5.37. For
the n-side, the tail-to-peak ratios from the « source (see Figure 5.28) overlap
with the ones from the implanted ions to a large extent. The main fraction of
the a particles have a tail-to-peak ratio in the region that reaches from 0 to
0.025, and the implants are distributed mainly from 0 to 0.040. Therefore, the
tail-to-peak ratio from the n-side will not be considered further.

The tail-to-peak ratio from the p-side is more interesting: The « particles are
distributed in a region reaching from 0 to 0.04, whereas the implanted ions are
distributed mainly from 0.025 to 0.06. This indicates that there is a difference
between different particles in terms of the tail-to-peak ratio, that can maybe be
exploited for particle identification. Even though the different distributions are
not completely separated, it may be possible to use the tail-to-peak ratio either
as a first step to identify particles or as a method to refine the data from the
beam-on periods to contain not exclusively, but mainly, o decays.

In order to get a better view of the available data, the distributions of the
tail-to-peak ratio for all events with energy in excess of 4 MeV for both the
« source and the in-beam data was plotted, as shown in Figure 5.38. The «
data is shown in red and the in-beam data is in black. The distributions are
distinctly different; the « particles have, in general, lower values than the in-
beam data, as was expected (see Figure 5.27). They do not separate completely,
but a limit of around 0.033 can be set as a first, preliminary separation of the
two distributions.

The lower part of the figure shows the tail-to-peak ratio from the particles
in the beam-off periods. The three leftmost particles are the ones that are most
likely « particles, while the other two are probably mislabeled particles from the
beam-on periods. If the limit between the two distributions is set at 0.033, all
three particles will be within the “« region”, whereas the two particles that are
implanted ions will be sorted into the other category. This indicates that it may
be possible to separate the in-beam data into a particles and implanted ions
based on this ratio. It should be noted that the calculation of the tail-to-peak
ratio is a quantity that can be easily calculated, and that this calculation could
relatively easily be implemented in the FPGA of a sampling ADC.

One aspect of the tail-to-peak ratio that could be used in order to improve
the method, is the energy dependence of the ratio. As seen in Figure 5.28,
the ratio seems to drop somewhat for higher energies. This indicates that it
could be possible to define a better limit for separating the particles. For higher
energies, the separation limit can maybe be set to a lower value than for lower
energies. However, the likely a particles from the in-beam data do not follow
the expectations - although they have energies higher than the ones from the
« source, they have tail-to-peak ratios on the upper limit of fitting into the
distribution from the « particles. Therefore, a change of the limit would not
give a better result in this particular case. A further development of the method
should take into account a larger number of events for the determination of a
suitable limit between the distributions, and possibly the best separation is
achieved using an energy dependent limit. For the current analysis, such an
energy dependence will not be considered further.

The current method which has been discussed for particle identification was
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Figure 5.37: Tail-to-peak ratio as a function of energy for the in-beam run during
the time the beam was on for p-side (top) and n-side (bottom), and from when
the beam was off for the p-side (bottom). The data is from the same pizel as
was used for the previous pictures.
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Figure 5.38: Top: The distributions of the tail-to-peak ratio from the alpha
source (red) and from the beam-on data from the in-beam run. The events dis-
played are those with multiplicity equal to 1 in both sides and that have energies
in excess of 4 MeV in both sides. Bottom: The tail-to-peak ratio of the 5 events
found during the beam-off periods of the in-beam run. The three events fur-
thest to the left are most likely o particles, while the other two are particles
that arrived while the beam was on but were labeled wrongly. Note that the data
originates from one pizel only.
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Figure 5.39: The in-beam data from the entire p-side of the detector separated
into beam-on (top) and beam-off (bottom) and according to whether the tail-to-
peak ratio is over 0.033 (left), which should imply that the particles are implanted
ions, or if the ratio is below 0.033 (right), which should imply that the particles
are ou:s.

applied to the in-beam data in order to see if particle identification can be
achieved by applying the condition that o particles should have tail-to-peak
ratios of below 0.033 and implants should have values that are above 0.033 to
all the data from the in-beam run. The resulting separated spectra from the
beam-on and beam-off periods are shown in Figure 5.39. In the ideal case, the
upper figure which contains the beam-on data, should now be separated into
implanted ions (in the left part of the figure) and « particles (in the right part of
the figure). However, there are approximately as many counts in both spectra,
and the peaks from the « decays are not visible in either of the spectra. If the
separation had worked, there would be clear peaks in the spectra to the right.
The lower part of the figure, showing the beam-off data, also indicates that the
separation is not working properly; if it had, then the right spectra would be
considerably cleaner because the particles that were wrongly labeled should be
removed from the a spectrum. At the same time, the peaks in the left spectrum
should disappear as no « particles should be left in that spectrum. This first
version of the particle identification obviously did not succeed.

An obvious development of the method is to carefully test and optimise the
parameters used in the calculation. It might well be so, that the region over
which the tail is integrated is not optimal. Another aspect, which could be
very important, is regional variations between the different pixels. This first
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version of a particle identification method was developed using the data from
one pixel only. Possibly, the methods needs to be customised for each pixel, for
instance by applying a different separation limit for different pixels. A short
investigation of this aspect showed that there is indeed a difference between the
different, pixels that needs to be carefully studied.

Although more complicated, it is certainly feasible to apply different limits
to the data from different pixels. If the regions over which the different parts of
the pulse are integrated need to be optimised for each pixel in order to achieve
particle identification, it would give a difficult situation as the data needs to be
processed in each channel separately on the sampling ADCs, and before it is
known what pixel the event originates from. However, such modifications are
probably possible to apply on a strip-to-strip basis, which means that as long
as the same regions work for each strip, the method can still be implemented.

In order to get a functioning particle identification, the algorithm must be
developed further. It is not obvious from the study that it is possible to achieve
particle identification in the TASISpec DSSSD using the available electronics,
but the clearly different distributions in Figure 5.38 prove the point of particle
information being present in the rise of the pulse.



Chapter 6

Summary and Outlook

The analysis of the present data has shown that the same energy resolution can
be reached using sampling ADCs and standard electronics. The last version of
the offline filter, which uses curves that are fitted to both baseline and exponen-
tial slope, gave a resolution comparable to that of standard electronics. It was
also possible to make an averaging of the traces before the fitting was made,
with an unchanged resolution.

The MWD algorithm, that was applied to the artificially concatenated traces,
also gave a resolution comparable to standard electronics. The different tests
that were made showed clearly that the parameters need to be carefully opti-
mised. Possibly, a better resolution can be achieved by fine tuning the parame-
ters, but the similarity between the last version of the offline filter and the MWD
algorithm implies that the resolutions of these two methods should be rather
similar. This is also the case for the current versions and parameter settings.
In turn, this implies that the resolution that can be achieved from the available
data can probably not be improved very much further.

The data at hand is, however, strongly limited in the sense that only a small
fraction of the exponential tail of each event was recorded. When operating on
the real data stream, where a longer fraction of the tail can be considered in the
energy determination, the resolution can possibly be improved further.

From this experiment, it can be concluded that the standard electronics
that handle the data from the DSSSD can be exchanged with sampling ADCs
without any loss of energy resolution, but the question of whether the resolution
can even be improved using the new electronics or not, remains.

A future experiment, which is needed in order to resolve this question, is to
do new measurements where a larger period of the tail is kept. The modules can
be easily configured to read out longer traces than were made in this experiment.
The cost of this will only be longer read-out times and that storing of the data
will be more space consuming. The developed offline energy extraction code can
be applied more or less directly to the data, and this should give an immediate
answer to the question. The MWD algorithm needs fine tuning before it can be
applied to the data, as the parameters have to be optimised in order to take full
advantage of the longer traces, but this only means small adjustments to the
current LabVIEW code. Such an experiment can be easily done in the detector
laboratory using a radioactive source, and should not comprise very many days
of work.

92
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A subsequent step in order to make the transition from standard electron-
ics to sampling ADCs in the TASISpec setup, is to program the FPGA on the
sampling ADC so that the MWD algorithm can be done already on the ADC.
Of course it is possible to read out the entire pulse shape as was done for this
experiment, but this gives large amounts of data and longer dead times for the
system. In principle, it has been shown in this work that it is possible to aver-
age the data already before the fitting of the functions is made, which could be
used for decreasing the amount of data that is needed to store for the energy
determination, but still it will be more advantageous in a future data acqui-
sition system to minimize the amount of data further by doing the processing
directly on the sampling ADC. The programming of the FPGA can still be done
only with support from the company CAEN, which manufactures the available
modules, which makes this part of the project a somewhat more complicated
process that cannot be done at any time.

The attempts to characterise the rise of the pulse in order to pave the way
for particle identification, were only partly successful. The characterisation of
the rise by fitting a straight line to the slope showed that it is indeed possible
to fit a linear function to the slope around the center of the peak of the deriva-
tive and get a reasonably stable algorithm. However, when the same method
was applied to the in-beam data, the distributions from the « particles and the
in-beam data overlapped, which implies that no information of particle type is
present in the slope of the rise.

Several other methods were tried as well, such as calculating the time of the
arrival of the pulse as the average bin of the derivative and fitting Gaussian
functions to the derivative, but none of these methods gave distinctly different
distributions for the different particle types.

The most successful attempt of particle identification was to integrate a cer-
tain part of the “tail” of the derivative of the trace, and divide by the integral of
the main part of the derivative. For the data that was investigated, the distri-
butions of this ratio were distinctly different for a particles and implanted ions,
however not completely different. It is possible that the ratio between different
parts of the derivative of the traces can be used for a particle identification al-
gorithm, but the regions to use for optimal separation of the distributions must
be optimised. Also, there are indications on local variations between different
pixels. This issue needs to be properly addressed as well.

The experiment has shown that there is indeed information about particle
type in the pulses, that can be used in an identification process. However, it is
not, obvious that it will be possible to construct a sufficiently good algorithm.
A particle identification system using TASISpec and the available electronics
needs more work before completion.
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